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Abstract

Educational Virtual Worlds (EVWs) allow one to circumvent physical, safety, and cost constraints that often affect real-world training and learning scenarios. Virtual humans can improve the effectiveness of an EVW e.g., by explaining and demonstrating to the user procedural tasks and communicating with learners in a natural way by exploiting both verbal and nonverbal communication. However, choosing how the learning material has to be presented to the learner and how to employ the virtual human is influenced by different factors, ranging from available technology (e.g., bandwidth, graphics hardware, installed software) to learner’s profile (e.g., physical and/or cognitive disabilities, spatial abilities, 2D/3D navigation expertise). The system we present in this paper flexibly supports different presentation techniques employing a virtual human into an EVW. The different capabilities of the system are illustrated, motivated and discussed.

1. Introduction and motivation

Teaching is a social process involving direct teacher/learner communication. Web-based technology is changing this traditional face-to-face relation since it allows one to benefit from educational materials without needing the presence of both the teacher and the learner within the same physical environment (e.g., a classroom) at the same time. Educational Virtual Worlds (EVWs) enrich the learning experience with features such as 3D simulations and/or virtual humans acting as teachers or pedagogical agents.

Constructivism theory [1][2] provides a motivation to EVWs, since it claims that a direct experience of the world activates a knowledge construction process that takes place when learners are intellectually engaged in “personally meaningful tasks” [3]. A similar consideration is the basis for the learning by doing principle that emerged within constructivism [4]: knowledge acquisition is improved by learner’s active involvement in tasks that use that knowledge. From this point of view, the possibility of providing highly interactive experiences becomes one of the best-valued features of EVWs. As pointed out by Harper et al. [5], besides reality, the most appropriate way to generate a context based on authentic learner’s activity may be through the use of EVWs.

Social agency theory [6] provides a motivation to the application of virtual humans to support learning since it claims that learning can be improved when learners live their relation with the computer as a social interaction [6][7]. The embedding of social cues within an EVW encourages learners to interpret human-computer interaction as more similar to human-human interaction. Any primed social interaction schema enhances the learners’ motivation in understanding and drives learners to more deeply process the computer message. The processing of information with deep levels of understanding (sense making process) affects learner’s ability in generalizing what she has learned to new situations (transfer). Virtual humans “life-like” features such as linguistic expressions, speech styles, accent, voice, gesture and facial expressions have been considered as factors affecting both interaction and learning [7][8][9][10][11].

Social learning theory [12] provides more motivations to the exploitation of virtual humans behaving as teachers, since it claims that individuals can learn by observing other individuals acting. Knowledge may be significantly modified by viewing the behaviors of a human model. Therefore, a virtual human should be very effective within educational contexts involving learning by observation (learning should be facilitated by the mere observation of the virtual human that performs tasks).

Turning the above theoretical considerations into real EVWs requires the availability of proper software
tools that make it easier to employ virtual humans. This paper describes PETS (Presentation of Education and Training Subjects), a system we have developed to support different presentation techniques employing a virtual human into EVWs. In Section 2, we discuss related work on virtual humans for educational purposes. In Section 3, we illustrate PETS and the presentation techniques it supports. Finally, in Section 4, ongoing and future work is discussed.

2. Related work

In the context of EVWs, virtual humans are used for different purposes, such as explaining physical and procedural human tasks [13] and simulating dangerous situations [14]. Virtual humans can also be the main subject of study e.g., for training civilian officers to recognize and interact with mentally ill people [15] and in applications for medical staff training [16][17][18].

In this section, we first present an overview of some major systems, architectures and applications employing virtual humans in EVWs, and then we present some empirical proofs of the effectiveness of virtual humans in improving the learning process.

2.1. Systems, architectures and applications

JUST-TALK [15] is a system designed to teach policemen basic techniques for managing encounters with mentally ill people through a series of one-to-one scenarios with a virtual human. Through the dialog with the virtual human, the learner has to decide whether to release or detain it. Virtual Medical Trainer (VMET) [16] is a system that combines medical procedures databases and virtual patients to produce an interactive environment that can mimic the cognitive pre-hospital assessment and care demands of a real emergency. In the same educational context, another interesting system has been presented by Cavazza and Simo [17]; the application simulates the cardiovascular system to generate clinical syndromes and derives the consequences of the trainee’s therapeutic interventions. The system employs the virtual patient’s appearance as the most direct manifestation of the seriousness of the situation. VHD++ [19] is a real-time software framework for developing virtual and augmented reality applications employing advanced virtual character simulation. In the context of EVWs, VHD++ has been used for example to develop JUST [18], an health emergency decision training system. An example of how virtual humans can be used in educational contexts has been provided by Sims [20], who developed a system to teach aspects of the Iraqi dialect and culture (such as gestures and customs).

Virtual humans can also be used as virtual companions within a collaborative EVW, asking questions if the user is too passive or performing tasks if the user does not feel ready to do something as well as making errors. For example, STEVE [13] is a virtual human that helps students in learning how to perform physical and procedural tasks. In particular, STEVE is able to demonstrate how to perform tasks and can also monitor students while they practice tasks, providing assistance when needed. Besides teaching students individual tasks, the system can also help them in learning how to perform multi-person team tasks: STEVE can either behave as a tutor for a student learning a particular role in the team, or play the role of a teammate when a human teammate is unavailable.

2.2. Empirical proofs

Virtual human effectiveness has been empirically shown by means of either direct or indirect measures [21], where the former refers to different types of preference ratings, while the latter refers to different indicators, such as knowledge transfer and recall. Experiments made by different researchers (e.g., [10][22][23][24][25]) support the idea that virtual humans enhance several factors affecting the learning process, such as: (i) motivation, supporting cognitive functions such as problem solving, understanding and learning [22], (ii) learnability, facilitating interaction with the EVW by enabling people to apply social heuristics [23], (iii) believability, supporting the perceived plausibility of information provided by the system with expressiveness [10], (iv) attention, capturing attention with facial display [24], and (v) communication efficiency, providing non-verbal cues on the state of the dialogue [25]. Lester et al. [26] state that the simple “presence” of a virtual agent in an EVW improves learner’s perception of her educational experience (persona effect). Starting from this consideration, several intrinsic factors of virtual humans (i.e., voice, gestures and facial expressions) have been studied. In particular, empirical research has been focused mainly on different presentation techniques employed by virtual humans, e.g., comparing the effectiveness of presenting information to the learner in a textual format or using narrations [6][7][27]. Mayer et al. [6] found that a narrating agent had a positive effect on learner’s recall, transfer and interest. Similarly, Atkinson [27] measured a better transfer performance when learners were instructed by a talking virtual human than when they were not (voice only or text only). Consistently with social agency theory, voice is interpreted as a social presence indicator improving the learning process. The relevance of voice is confirmed by other results: a
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features (e.g., physical and/or cognitive disabilities, installed software), as well as individual learner’s factors (as those reported), but also by extrinsic ones (e.g., hardware/software available to the learner, learner’s experience with navigation, type of educational materials). In particular, the available technology (e.g., bandwidth, graphics hardware, installed software), as well as individual learner’s features (e.g., physical and/or cognitive disabilities, spatial ability, 2D/3D navigation expertise) can strongly affect the effectiveness of an EVW.

With the PETS (Presentation of Education and Training Subjects) system, we aim at providing a Web-based solution supporting different presentation techniques (including the different options mentioned in section 2.2) for integrating educational materials into EVWs. The courseware designer provides PETS with the available resources (e.g., text, pictures, videos and 3D models), and the system is able to provide the learner with a set of alternative EVWs. The learner (or possibly her instructor) can choose the EVW that best fits her preferences and needs. Moreover, PETS includes a monitoring system that allows one to acquire and store information on learner’s actions; this functionality enables the courseware designer and instructors to analyze collected data e.g., for monitoring the students’ learning process. In the following, we first briefly describe the high-level architecture of PETS and then we illustrate, motivate and discuss presentation techniques supported by our system.

3.1. Architecture

The system is mainly composed by four modules (see Figure 1): the Data Acquistion module and the Virtual Human Architecture (VHA) that run on client side, the Recorder and the Loader modules that run on server side. Moreover, a database is used for learning materials and another database for usage data.

Data Acquisition acquires information on user’s actions and sends it to the Recorder. The Recorder stores this data into the Usage Data database, together with proper identifiers for the considered user and session. More specifically, Data Acquisition acquires information on user’s navigational behavior and interactions with the EVW. Navigational information is obtained by sampling the position and orientation of the learner into the EVW at short time intervals. Data Acquisition records any other user’s action in terms of type of action (e.g., selection or manipulation), element involved in the action (e.g., link or 3D object) and timing information.

Recorded data can be later analyzed, e.g., to (i) evaluate how the student accessed the learning material (e.g., following a logic order), (ii) determine if the learner accomplished a procedural task successfully, or (iii) measure how much time the user spent in different parts of the EVW. Data analysis applications (e.g., spreadsheets and statistical tools) can be employed for studying actions data, while navigational data can be analyzed by using tools such as VU-Flow [30][31] that highlight navigability problems and interests or preferences of learners.

Data acquired by Data Acquisition is also sent to VHA [32], a Web-based software architecture that allows one to control H-Anim [34] characters in virtual worlds handling geometrical, kinematic, physical and behavioral aspects. More specifically, VHA enables the virtual human both to autonomously navigate through the environment avoiding collisions with obstacles (e.g., walls) and to interact with objects of the virtual world. The VHA allows one to define the virtual human behavior through scripting. In particular, behavior has to be defined in terms of stimulus-action associations: in response to user’s actions (stimulus), VHA determines the appropriate (re)action, the associated animations and information to be presented to the user. As a result, depending on user’s actions (detected by Data Acquisition), additional (both 2D
and 3D) elements and data (e.g., textual information or audio data) can be included into the presentation and specific virtual human behaviors activated. Technical aspects of VHA (e.g., details about path planning, collision detection and grasping) can be found in [32]. Elements and information needed for the presentation are stored into the Learning Materials database. At the beginning of a session, the Loader, based on available learning materials, provides the learner with a choice of alternative EVWs; the learner can choose what best fits her preferences and needs. Alternatively, an instructor can make this choice in advance for the learner. Then, the Loader uses pre-defined templates (e.g., specifying the Web page layout) to generate the EVW integrating required 2D and/or 3D elements. Moreover, during the learning session, the Loader is able to retrieve additional materials from the database and send them to VHA. In particular, elements that can be included into the presentation are:

- **content.** The learning content is represented by text, images, videos, sound and (interactive or static) 3D models. For example, images, videos and/or 3D models can be used to complement textual and/or speech audio explanations. Moreover, additional data (e.g., 2D and 3D coordinates) has to be specified for allowing the virtual human to interact and/or point toward a particular part of an image, video or 3D model.

- **content organization.** Data specifying the order in which the learning content has to be presented to the learner. In particular, the content is organized in a graph structure that defines what information has to be presented to the user, (objects and virtual human) animations to be executed, and elements (e.g., 3D objects) to be included into the presentation in response to a particular user’s action (e.g., link selection or object manipulation).

- **environment.** Geometric model of the virtual world (e.g., walls, windows and doors) and information on the topology of the virtual world (e.g., areas that can be traveled by the virtual human, possibly derived using automatic methods such as [33]).

- **humanoid models.** Models of different virtual humans based on the H-Anim standard [34].

### 3.2. Composing presentation techniques

PETS supports multiple presentation techniques, according to the setting of the following variables: type of visualization (freely navigable 3D, 3D with constrained navigation, 2D), presence of the virtual human (present, absent), type of explanation provided to the learner (audio narration, text, both). In the following, we discuss each variable separately.

#### 3.2.1. Type of visualization

In the first type of visualization, the learner freely navigates inside a 3D world by controlling the position and orientation of her viewpoint (typically through mouse and arrow-keys). Although complete control of the viewpoint is a desirable feature for users that are wed to 3D navigation, navigation in 3D worlds is often difficult for novice users and the effort required to control the viewpoint can affect the effectiveness of the learning experience (e.g., the user might spend considerable time in understanding where she is, how she can reach a specific place, how to obtain a desired viewpoint on 3D objects). In the second type of visualization, user’s freedom of movement is reduced to minimize navigation effort. The onus of controlling the viewpoint is on the system that sets the position and
orientation of the viewpoint to focus user’s attention towards particular aspects of the virtual world and, at the same time, to limit occlusion problems (e.g., the virtual human stands between the user and the object it is presenting). However, it is important to note that (i) modeling 3D contents can be a time-consuming activity (often 3D models have to be built manually), and (ii) visualizing complex 3D models can require graphics hardware that could not be available to the learner. In the third type of visualization, content is presented to the learner through images and/or videos. The learner can access a specific topic by selecting the link concerning it as in a traditional Web site. However, this type of visualization has drawbacks e.g., interaction with the learning material becomes more limited. In the case of videos, a good bandwidth is also needed.

3.2.2. Presence of the virtual human. Regardless of the setting of the type of visualization variable, PETS is able to integrate (and control) the virtual human into the EVW. The virtual human provides both pedagogical and navigational assistance. In the two types of visualization employing a 3D world, the virtual human leads the learner through the world and explains the educational content (e.g., in Figure 2 a realistic humanoid guide is explaining the functioning of the main printer in a 3D reconstruction of a data processing center of the ‘70s), by providing the learner with both declarative (e.g., object description) and procedural (e.g., showing how to perform physical tasks) information. In the case of 3D with constrained navigation, the viewpoint position and orientation is automatically set to follow the virtual human during its movement through the virtual world. In the case of freely navigable 3D, the learner can decide to follow the virtual human or move freely through the world. In the case of 2D visualization, the virtual human explains the learning content by drawing (when needed) the user’s attention to specific features of the image or video (e.g., by indicating a specific part of an object). With this presentation technique, the virtual human resembles an instructor who teaches by using a projector. If one chooses not to have the virtual human in the 3D world, the logical order in which contents should be presented to the learner is marked by numbered labels displayed upon each object of interest (see Figure 4). In particular, in the case of constrained navigation, PETS moves the viewpoint from one labeled object to the next one (following the defined sequence) while, in the case of free navigation, the learner can explore the virtual world and obtain information on objects by clicking on their labels. In both cases, object animations can be used for complementing textual/narrated explanations. In the case of 2D visualization, the learning content without the virtual human is presented similarly to a traditional Web site (HTML pages possibly including images and/or videos).

3.2.3. Type of explanation. Explanations can be provided to the learner through audio narration, text or both. The audio required for the narration can be either pre-recorded (from a human voice) or generated from text by a Text-to-Speech (TTS) engine. Audio recording is a time consuming activity and can be unpractical for long presentations. Moreover, the time required to download the audio files from the Web can be considerable. The solution based on a TTS engine allows one to face this problem, but requires the learner to download and install the engine. Moreover, the synthesized voice can be perceived by learners as unexpressive, unnatural and impersonal. If the text explanation is chosen in the two types of visualization employing a 3D world, textual data is displayed on a semi-transparent On Screen Display (OSD) in the
virtual world (see Figure 4). Text in the OSD is automatically formatted according to display size and the learner can move and resize the OSD as needed. A study of nonverbal communication has been conducted on a group of four teachers to identify the gestures the virtual human should perform. To this purpose, we video-recorded short lessons given by the teachers based on materials provided by us to describe a processing center of the ’70s. A post-hoc gesture analysis (co-occurrence) allowed us to identify illustrators [35][36] i.e. general movements that accompany and punctuate speech and accent in specific educational contexts.

3.3. Examples of presentation techniques

To test PETS, we have developed an educational application aimed at pointing out the several differences existing between data processing centers in the ’70s (in particular, we have considered hardware from the Univac/Sperry 90/30 line) and current computers, and providing information about device features and functioning. In particular, lesson contents are presented to the learner by (i) following a logic order (e.g. explaining what memory devices were used in the 70s before providing the detailed punch card description), (ii) considering what information has been already presented to the learner during the visit, (iii) providing comparisons among different devices (e.g., punch card and card reader) and (iv) illustrating how to perform procedural tasks (e.g., how to extract the internal disk). For the virtual world, we have considered a typical structure of data processing centers of the ’70s, organized into two rooms: a computer room and a terminals room. The environment contains devices such as terminals, printers, disk drives, computers, and the needed generic furniture (e.g., desks and chairs). In this section, we briefly show the effects of three different settings of the variables described in section 3.2; each setting produces a different presentation of the educational materials.

The first setting consists in freely navigable 3D visualization, presence of a realistic human model and pre-recorded audio for the explanation. With this setting, the learner has the possibility to look at the different devices in their original context of operation and manipulate them to examine their internal parts. The virtual human leads the learner through the virtual world, it presents different devices, and it provides the learner with procedural information by interacting with different devices (e.g., Figure 5 shows an interaction with the main printer). The pre-recorded audio for the virtual human employs an informal language.

The second setting consists in 2D visualization, presence of virtual human, and synthetic voice for the explanation. This setting will run more easily on low bandwidth connections with respect to the previous one. The devices of the ’70s are now shown through pictures (e.g., the digital photo of the main printer in Figure 3). Since this does not allow the virtual human to interact with devices, procedural information is given to the learner with sequences of images automatically taken during the virtual human-object interaction (of the previously described presentation technique) from given viewpoints. Although the virtual human explains the content by following a logic order, the 2D visualization includes a set of links corresponding to the different topics of the lesson; the learner can access a specific topic by selecting the corresponding link.

Finally, the third setting consists in 3D with constrained navigation, absence of virtual human, and text for the explanation. Each device is now marked by a numbered label that defines the order in which it is
presented to the learner. The system provides the learner with textual information (through the OSD, see Figure 4) and activates animations (e.g., to show the internal parts of devices, as shown in Figure 6 for a hard disk). At the end of each object presentation, the learner is automatically led to the next device.

4. Conclusions

In this paper, we have presented PETS, a system that is able to flexibly support different presentation techniques for EVW. Such a flexibility allows the learner to benefit from different presentations of the same educational materials (e.g., considering hardware/software available to the learner and the individual learner’s needs and preferences). Moreover, PETS can be configured according to particular instructor’s strategies or considering available learning material (e.g., availability of 3D models or videos).

With respect to future goals of our research, we intend to test our system in additional educational contexts to elicit new possible requirements. Moreover, we plan to evaluate the learning benefits (e.g., by comparing different free recall performances concerning both declarative and procedural knowledge) provided by the different presentation techniques supported by the system.

While information on the topology of the virtual world can be automatically derived by using the method described in [33], information needed to enable the virtual human to interact with objects has to be manually specified. Since this work can be a time consuming task, we intend to develop an authoring tool that makes it easier to specify such information (e.g., enabling the user to directly select parts of interest on the 3D model, image or video).
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