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ABSTRACT 
Embodied agents are employed in several applications (e.g. 
computer-based presentations, help systems, e-learning and 
training, sign language communication for the deaf), but the 
process of developing them is still complex (e.g., modeling 
animations is one of the difficult and time-consuming tasks). 
Moreover, although mobile devices have recently reached a 
performance level that allows them to manage 3D graphics, most 
embodied agents run on desktop computers only. The aim of our 
research is twofold: (i) proposing a tool that allows novice users 
to approach the animation modeling process of 3D 
anthropomorphic agents in a simple way, and (ii) proposing a 3D 
player to display these animated agents on PDAs. Besides 
discussing in detail the proposed system, the paper reports about 
its informal evaluation and two of its applications: sign language 
animation for the deaf and mobile fitness training. 

Categories and Subject Descriptors 
H.5.1 [Information Interfaces and Presentation]: Multimedia 
Information Systems – Artificial, augmented, and virtual realities; 
I.3.6 [Computer Graphics]: Methodology and Techniques – 
Interaction techniques; I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism – Animation. 

General Terms 
Human Factors. 

Keywords 
Visual Animation Modeling, Embodied Agents, Mobile Devices. 

1. INTRODUCTION 
In recent years, several research projects have employed 
embodied agents in applications such as computer-based 
presentations [3][29], e-commerce websites [22] and learning 
environments [25]. The adoption of embodied agents is motivated 
by several considerations: they help to lower the “getting started” 
barrier by allowing for the emulation of human-human 
communication [1], since the body is well equipped to support 

conversation [13]; they make computer-based presentations more 
lively and appealing, because they can attract user’s attention and 
they can convey additional conversational and emotional cues [3]; 
they have a positive impact on factors such as likeability, 
engagement, and perceived intelligence in e-commerce 
applications [22]; they can have a positive effect on a student’s 
perception of her learning experience [25]. 

Sign languages are a particular application domain for embodied 
agents: embodied agents can teach sign languages [23][31] and 
translate text into sign language animations [38]. Using embodied 
agents instead of videos in sign languages presents several 
advantages. With videos, one has usually to associate a video to 
each single word in sign language, so a sentence corresponds to a 
concatenation of videos, with unnatural gaps between subsequent 
videos. With embodied agents one can obtain smooth transitions 
and make the resulting animated sentence more realistic; besides, 
since agent animations require less space and bandwidth than 
videos, a wider range of sign language applications becomes 
possible. 

A very recent development in embodied agent research concerns 
mobile devices. The first experiments reported in the literature are 
about applications such as collaborative virtual environments [17] 
and health advisors [8], but embodied agents on mobile devices 
are likely to improve also existing mobile applications: for 
example, location-aware mobile tourist guides [6] may be 
enhanced by introducing an embodied agent that interacts with the 
user as a human tourist guide. Unfortunately, most developed 
embodied agents still run on desktop computers only. 

Since modeling embodied agent animations is a time-consuming 
and difficult task, research (e.g. [11][15][19]) as well as 
commercial (e.g. [2][4]) solutions to support animators have been 
proposed. These solutions tend to focus on a particular phase of 
the animation process (e.g. body modeling, low-level or high-
level animation modeling) or are designed for a specific context 
(e.g. dialogue animation, sign language animation) or for 
particular target users (e.g. animation experts, 2D animators). In 
general, people without a background in computer animation may 
encounter difficulties in using existing tools.  

The aim of our research is twofold: (i) proposing a tool that 
allows novice users to approach the animation modeling process 
of 3D anthropomorphic agents in a simple way, and (ii) proposing 
a 3D player to display these animated agents on PDAs. This paper 
proposes Mobile Agent Animation Modeler (MAge-AniM), a 
system that allows for simple animation modeling, based on a 
familiar metaphor and immediate visual feedback. Moreover, 
MAge-AniM guarantees the portability of the modeled 
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animations, which can be played both on mobile devices (through 
its player) and desktop systems. 

The paper is organized as follows. Section 2 surveys related work. 
Section 3 presents the MAge-AniM system. Section 4 describes 
two applications where MAge-AniM has been employed. Section 
5 discusses the results of an informal evaluation. Section 6 
provides conclusions and outlines future research directions. 

2. RELATED WORK 

2.1 Embodied Agents 
Some general architectures for embodied agents have been 
proposed in the literature, e.g. Rea [12]  and MIAU [28] are two 
well-known examples. 

Rea [12] is an architecture for an anthropomorphic conversational 
agent that uses body language, eye gaze and facial expressions to 
organize and regulate the conversation. Cassel et al. [13] define 
conversational agents as those that have the same properties as 
humans in face-to-face conversation. In particular, they have the 
ability to: recognize and respond to verbal and nonverbal input; 
generate verbal and nonverbal output; deal with conversational 
functions such as turn taking, feedback, and repair mechanisms; 
give signals that indicate the state of the conversation; contribute 
new propositions to the discourse [13]. Rea has been designed to 
respond to visual, audio and speech cues normally used in face to 
face conversation and to generate these cues when it talks. 

MIAU [28] is a platform that can be used to build a wide range of 
embodied agent applications with different conversational 
settings. MIAU clearly distinguishes between an agent's “brain” 
and its “body” by separating behavior planning and agent player 
components. MIAU integrates an architecture for life-like 
embodied agents, called PPP (Personalized Plan-based Presenter) 
Persona [3][29]. A PPP Persona agent is able to show, explain, 
and verbally comment textual and graphical output on a window-
based interface. Besides performing tasks requested by users, the 
agent has an independent basic behavior for idle-time animations 
(when the user does not interact with the interface) and reacting 
animations (when the user begins interaction). 

The importance of evaluating conversational agents is underlined 
in [30]. Besides providing guidelines for different evaluation 
methodologies and for design and evaluation parameters, the book 
describes some experiences with conversational agents in 
different applications (e.g., education and e-commerce). 

2.2 Mobile Embodied Agents 
Mobile devices have recently reached a performance that allows 
them to manage 3D graphics, so using embodied agents on these 
devices has become possible. Bickmore [7] presents a study of 
users having conversations with animated embodied agents on 
PDAs. This study demonstrates that, in conversations with 
embodied agents, most people use the same nonverbal behavior 
that they use in normal everyday conversation, although 
frequency is lower in conversations with embodied agents. The 
study also demonstrates that the reduced size of mobile agents 
and the fact that users hold them in their hands do not have 
significant impact on the interaction. 

Mobile embodied agents have been used in the literature to play 
different roles such as personal assistants, personal friends or 
motivators. Moreover, mobile embodied agents have been used 
for real-time controlling avatars in projected multi-user 
environments. 

One of the first conversational agents for mobile devices is 
described in [21]. The application runs on a PDA and provides 
various personal services, such as appointments, e-mail and 
weather forecast, using speech recognition and synthesis, and an 
embodied agent with facial animation to interact with the user. 
However, to overcome PDA limitations, processing is carried out 
on a remote server: the client on the PDA streams audio to the 
server and plays back audio and facial animation scripts sent by 
the server as feedback. The scripts contain a sequence of mouth 
positions and durations of each position. There are 18 possible 
mouth positions, each one associated with an image. When the 
client receives a facial animation script and an audio file, it plays 
them in sync.  

Gutiérrez et al. [17] used an embodied agent on a PDA as 
interface for real-time control of avatars in multi-user visual 
environments to eliminate the display of menus or other widgets 
on the simulation screen of the multi-user environment. Mobile 
users are provided with a simplified version of their own avatar 
on the PDA to modify its posture and location on the simulation 
screen. 

The possibility of using mobile embodied agents in health 
behavior change (e.g. personal trainers in fitness exercise or 
motivators to quit smoking) and relationship building (e.g. 
“buddies” which help autistic users finding new friends, after 
learning social interactions by interacting with the agents) is 
discussed in [8]. 

2.3 Tools for modeling embodied agent 
animations 
Since modeling animations for embodied agents is difficult and 
time-consuming, several researchers [11][15][19][37] proposed 
visual tools to simplify and speed-up this task. The proposed 
solutions differ in the phases of the modeling process they focus 
on, in the employed techniques, in the intended users or contexts 
they are meant for. For example, Carretero et al. [11] proposed a 
tool that is specifically designed for dialogs and other animations 
where speech is predominant. The tool focuses on high-level 
animation features, such as synchronization between speech and 
gestures and behavioral animation (e.g. the user can affect 
animations by choosing if the embodied agent will be happy, 
angry, anxious, etc.). The visual interface of the tool lets the user 
choose one or more embodied agents and then type the text they 
have to read. The user can select the embodied agent behavior by 
changing the color of the text and insert animations by dragging 
special icons between words. The tool is an interesting solution 
for dialog animation, but cannot be efficiently used for other 
kinds of animations, because the predefined animations and the 
tool interface are very context-specific. 

The tool proposed in [15] is specifically aimed at a particular 
category of users, i.e. 2D animators. It considers low-level aspects 
of agent animation modeling. Since an animation is subdivided in 
a sequence of postures (i.e. a set of rotation values for the joints of 
the embodied agent skeleton), the visual interface exploits the 



intended users’ ability in 2D animation, allowing them to draw 
2D sketches of the postures the embodied agent must take. For 
each 2D sketch, the tool computes all the possible 3D postures 
which can be mapped into the sketch and then, considering the 
entire sequence of sketches, a 3D animation is proposed. If the 
animation is not the desired one, users can edit it, by changing the 
selected 3D posture for one or more sketches.  

A more general visual modeling tool is proposed in [19]. The tool 
introduces the idea of animation reuse, using a database from 
which animations and 3D models can be retrieved. All animations 
can be visually and interactively adjusted; e.g., the user can 
change a female walking animation into a male one, or change the 
destination an embodied agent has to reach. 

An approach based on reuse is proposed also by [37] for a visual 
tool to create animations of sign language gestures (e.g. hand, 
arm, head movements) and signs (i.e. sequences of gestures 
corresponding to a word of the language). Since the same gesture 
can be reused in several signs and new signs can be obtained by 
composing existing ones, the modeled gestures and signs are 
stored in a database for future reuse. The stated final goal for the 
tool is to allow deaf people to “write” in their own language, 
composing sentences using the stored signs. 

Alice [14] is a visual tool that helps the user in modeling simple 
3D animations. Although this tool is not meant for embodied 
agent animation, it inspired our work because it is one of the few 
animation tools that focuses on novice users. Besides, Alice does 
not require specific 3D graphics and mathematics background 
(e.g. matrices, radians) and the user can easily preview the 
animations while she builds them. It can be used also by kids 
without any programming experience that use their computers 
only for common tasks, such as word processing or web surfing. 

3. MAGE-ANIM 
To simplify the modeling of embodied agent animations and 
display them on mobile devices, we propose MAge-AniM, a 
system composed by two main parts (Figure 1): (i) the                
H-Animator tool supports the user in each phase of the animation 
modeling process, and (ii) the MobiX3D player allows the user to 
view embodied agent animations on a mobile device. 

 
Figure 1. High-level diagram of MAge-AniM. 

3.1 H-Animator 
As shown by [19][37], composing long animations is easier and 
faster if the animator can reuse short animation sequences that 
have been previously stored. Therefore, in MAge-AniM, 
animations are organized in two classes: (i) simple animations are 
short animations, such as a single action (e.g. pointing, jumping, 
kicking) or a simple gesture (e.g. moving the hands to emphasize 
a spoken word or to represent a word in a sign language), and (ii) 
complex animations are sequences of simple animations. 

H-Animator uses a direct kinematics per-key approach for simple 
animations. This approach subdivides an animation into a 
sequence of keyframes at which the embodied agent assumes the 
main postures of the animation. For each posture, the user has to 
set the rotation values that should be applied to the agent joints 
and specify the time at which the posture should be taken. Direct 
kinematics per-key animation modeling can be divided into two 
sub-tasks [33]: the specification of keyframe values and the 
keyframe timing. Terra and Metoyer [33] proved, studying novice 
users, that the specification of keyframe timing is more difficult 
than the specification of keyframe values and a clear separation of 
these two sub-tasks leads to an easier modeling process. 
Therefore, H-Animator separates animation modeling into three 
distinct phases: the two phases identified by Terra and Metoyer 
(posing and timing), and a joining phase. Users repeat the posing 
and timing phases to model simple animations, which can be 
reused in the joining phase to build complex ones. 

 
Figure 2. H-Animator architecture. 

Figure 2 shows the architecture of H-Animator. The Posing 
Module handles the posing phase, where the user visually models 
the embodied agent postures. Postures are sent to the Timing 
Module, which is responsible for the timing phase, where the user 
specifies the time at which the modeled postures have to be 
assumed. As a result, the Timing Module generates a simple 
animation, which is stored in the Animation Database. The 
Joining Module implements the joining phase, where the user 
composes the simple animations to build a complex one. The 
Joining Module retrieves the names of the available simple 
animations from the database and lets the user choose which ones 
she wants to use for a complex animation. A list of selected 
animations and the times at which they should be performed is 
sent to the Composition Engine, which retrieves them from the 
Animation Database and generates the transitions between each 
simple animation and the next one. The output of this module is a 
file that specifies the complex animation, following the X3D [35] 



and H-Anim [20] standards, respectively for portable 3D content 
and interchangeable humanoid animation. The resulting animation 
can be previewed using the Joining module, and played on X3D 
browsers, such as BS Contact [9]. The implementation details of 
H-Animator are technically discussed in [10]. 

3.1.1 Posing 
To simplify the posing phase, we chose a photographer’s 
metaphor: the user can pose the embodied agent and then she can 
“take pictures” of it. Figure 3 shows the H-Animator interface in 
this phase: on the left, a wide interactive window allows the user 
to view the agent from different viewpoints; on the right, a set of 
controls allows the user to change the agent posture. To select the 
joint that has to be rotated, the user can choose its name in a 
combo-box or directly click on it in the interactive window that 
displays the agent.  

 
Figure 3. H-Animator interface for posing. 

The rotation that has to be applied to the selected joint can be 
changed using three sliders (“Pitch”, “Yaw” and “Roll”). Each 
slider allows one to change a component of the angle in the 
Eulerian notation and displays the rotation value in degrees. In the 
X3D ISO standard, adopted by the MAge-AniM system, rotation 
values have to be specified in the axis-angle notation using 
radians, but this notation is usually unfamiliar to people without a 
specific mathematics background, so H-Animator performs the 
trivial conversion between degrees and radians as well as the 
conversion between the axis-angle and the Eulerian notation. 
Therefore, as the user interacts with the sliders, the rotation values 
are immediately converted and constantly applied to the chosen 
joint of the embodied agent in the interactive window, giving 
feedback about the posture the agent will take. So the user can 
pose the agent in real-time and then, when the desired posture is 
obtained, she can “take a picture” of it. All the pictures taken are 
displayed on the lower area of the interface and are automatically 
associated to a data structure containing the rotation values; 
whenever the user clicks on a previous picture, the corresponding 
rotations can be thus loaded and applied to the embodied agent 
joints in the interactive window. 

3.1.2 Timing 
After collecting the desired pictures, the user can switch to the 
timing phase. To be consistent with the photographers’ metaphor, 
this phase consists in sorting the pictures. The task is extremely 

easy: the collected pictures are displayed on the upper-right side 
of the H-Animator interface (Figure 4); when the user clicks on 
them, the corresponding posture is immediately taken by the 
embodied agent in the interactive window on the left; after 
visually checking the posture, the user can click the timeline in 
the lower part of the interface at the instant where that posture has 
to be placed.  

 
Figure 4. H-Animator interface for timing. 

3.1.3 Joining 
All the simple animations modeled in the timing phase are 
automatically stored in the Animation Database. In the joining 
phase, H-Animator allows the user to reuse these simple 
animations to build complex ones. Figure 5 shows the H-
Animator interface in the joining phase: a combo-box on the 
upper-left corner allows one to select the animation category (e.g., 
teacher’s gestures, American Sign Language). Categories are used 
to filter the list of available animations right below the combo-
box. 

 
Figure 5. H-Animator interface for joining. 

After selecting a simple animation from this list, H-Animator 
displays a simplified representation of the animation below the 
list. This representation is composed by three aligned elements: a 
miniature of the initial posture, a colored rectangle, a miniature of 
the final posture. The width of the colored rectangle is 
proportional to the duration of the animation. The user can click 



on this representation and then place a copy of it in the timeline at 
the bottom, so she can compose a complex animation sequence 
using the simple animations she needs. The user can see a preview 
of the partially modeled animation, played on the central window, 
whenever she wants. To produce the previews and the final 
animation, the chosen simple animations are retrieved from the 
database and the transitions between them are automatically 
generated by the system.  

Transition generation is a problem for which the literature 
presents several solutions: a simple solution is to start and end 
each simple animation in the same neutral posture, so that no 
transition is needed. This solution may be good only if the 
embodied agent waits for some time in a given intermediate 
posture between each pair of subsequent simple animations. 
Otherwise, forcing an intermediate posture may lead to unrealistic 
animations: for example, in a sign language application, there are 
no pauses between signs in the same sentence, so this solution is 
unsuitable, as discussed in [38]. Complex solutions, such as using 
finite state automata [34] or Parallel Transition Networks [5], 
have been proposed in the literature, but we decided to choose a 
simpler semi-automatic linear interpolation technique that can be 
quickly understood by a novice user. Although this solution is 
simple, the generated transitions are realistic in most of the 
animations we built: for sign language only about 5 per cent of 
the animations were unrealistic and required to add more postures 
to get a realistic result. An example of unrealistic animation can 
be produced by concatenating a simple animation which ends 
with an arm behind the body and an animation which starts with 
the same arm in front of the body: the resulting linear transition 
compenetrates the agent torso. Anyway, it is easy for the user to 
predict if a pair of postures leads to an unrealistic transition: the 
result of our linear interpolation technique is always the shortest 
path from the first posture to the second one. The user can correct 
the problem by placing an intermediate posture between the 
involved postures. 

After the joining process, the user can save the animation in a file 
which follows the X3D standard. Since no X3D players are 
currently available for mobile devices, we built the MobiX3D 
player described in the following subsection. 

3.2 MobiX3D Player 
Although the increasing performance of mobile computing 
devices such as Personal Digital Assistants (PDAs) or high-end 
mobile phones allows them to support more and more complex 
applications, displaying 3D animations in real-time on mobile 
devices is still difficult. Mobile devices are indeed characterized 
by some serious limitations affecting CPU, memory and graphics 
acceleration, which is often unavailable.  

These limitations make it difficult to obtain frame rates high 
enough for smooth animation of complex embodied agents. If an 
animation is not smooth enough, the user can perceive it as 
unrealistic and the interface loses the typical advantages provided 
by embodied agents. Therefore, in our mobile applications, we 
use more simplified, but still realistic versions of the agents we 
use in desktop applications. To obtain smooth animations, we 
drastically reduce the size in triangles of the embodied agents 
(e.g. from about 20,000 to about 6,000) and eliminate the textures 
(the loss of detail is scarcely noticeable on the low-resolution 
mobile screen).  

MobiX3D is a player based on the OpenGL Embedded System 
(OpenGL ES) [24] API. It displays X3D content on PDAs. 
Technical details about MobiX3D and how it uses OpenGL ES 
for rendering purposes are provided in [26]. MobiX3D Player can 
display both embodied agents and 3D environments where the 
agents are placed, provided that those environments are specified 
following the X3D standard. 

We tested MobiX3D Player both on low-end (e.g. the Acer n10) 
and high-end PocketPCs (e.g. the Dell Axim X50V). The Dell 
X50V has a 624 MHz processor with 64 MB of main memory and 
an Intel 2700G graphics processor with 16 MB of video RAM. 
MobiX3D Player exploits use hardware graphics acceleration, 
provided by the Intel 2700G graphics processor, using the Intel 
implementation of the OpenGL ES API to display the animations 
of embodied agents smoothly (about 10 frames/second with a 
6.000-triangles agent).  

4. CASE STUDIES  
4.1 Sign Language Agents on Mobile Devices 
Sign languages, i.e. the visual communication languages used by 
deaf people, are an interesting application domain for embodied 
agents. For example, Karpouzis et al. [23] and Sagawa and 
Takeuchi [31] describe architectures and tools which use 
embodied agents to teach sign languages, while Zhao et al. [38] 
propose an automatic machine translation system from written 
English to American Sign Language. The ViSiCAST project [16] 
aims at improving the accessibility of public services, e.g. by 
using monitors which display embodied agents performing the 
sign language translation of what a Post Office counter clerk say. 
Yi et al. [37] proposed a tool to create and reuse animations for 
sign languages, using a specifically designed database. 

For our project, we initially retrieved information on sign 
languages and deaf people needs from deaf associations and 
specialized forums, news and websites. It clearly emerges that 
deaf communities want to stress the linguistic importance of their 
own language, pointing out that different geographical areas use 
sign languages which differ in grammar and vocabulary and that 
each of these languages comprises thousands of signs. Moreover, 
some communities would like to use their sign language even in 
written communication (e.g., chat, e-mail): these communities are 
used to build sentences according to their sign language grammar, 
so writing in a spoken language is less natural. 

Therefore, we extended MAge-AniM to allow the user to easily 
compose animations of sign language sentences: she can simply 
write sentences using the grammar of her sign language and the 
system retrieves from the database the simple animations 
corresponding to the words in the sentence. If there are no 
available animations for some words, the user can model them 
using the H-Animator tool. Anyway, even with a fast and easy-to-
use tool, it would be an enormous task for a single user to produce 
all the animations for her sign language vocabulary, so MAge-
AniM allows a community of users to share the simple animation 
database. Sharing may help deaf communities in populating their 
own vocabulary, significantly reducing the time needed. 

We also added a fingerspelling function that shows a word letter-
by-letter with finger movements when the word has no associated 
sign (e.g. family or geographical names). 



Therefore, the sign language application can retrieve or build an 
animation for all the words and then produce the animation for the 
sentence. Users can view the animation in a preview window; 
they can change or correct the sentence and save an X3D file for 
it, ready to be sent, published and visualized. 

However, displaying these sign language animations is a difficult 
task: if animations are not very precise, the user can 
misunderstand the meaning of the gestures. Moreover, when a 
word has to be fingerspelled, the animation is even more difficult 
to display due to the little size of fingers and the similarity of the 
movements associated to the letters. While on desktop devices the 
screen is wide enough to display the agent properly, displaying 
the animations on mobile devices in fullscreen mode is not 
enough. For this reason and limited performance considerations, 
no proposals on mobile devices are yet available. 

In our project, we use the MobiX3D player to display sign 
language animations on mobile devices. To solve the 
fingerspelling issue, we change the viewpoint whenever a 
fingerspelled word animation is needed, by zooming on the 
signing hand, then we return to a half-length visualization. Figure 
6 shows an embodied agent performing a sign language gesture 
on a PDA. 

 
Figure 6. Mobile embodied agent performing sign language. 

4.2 Mobile Fitness Training Agent 
Fitness is another interesting application domain for embodied 
agents. In some indoor fitness applications [27][32], agents show 
how to correctly perform physical exercises and also provide 
advice to prevent injuries. To the best of our knowledge, there are 
no fitness applications that use embodied agents on mobile 
devices. 

By using MAge-AniM, we developed a mobile animated agent 
which helps users to correctly perform fitness trail exercises. A 
fitness trail is a trail where the user has to alternate jogging and 
exercising. The user has to run along a path and has to stop when 
she arrives at an exercise station. In each exercise station, the user 
finds an exercise tool that she has to use to perform a specific 

fitness exercise. Exercises are usually explained by using 
illustrated plates in the stations. These plates are often difficult to 
understand and the exercise could be performed improperly. For 
this reason, when the user is near a fitness trail exercise, our 
PDA-based application displays the animated agent correctly 
performing the exercise. 

Using MAge-AniM, we were able to quickly model exercise 
animations (using the H-Animator) tool and display them on 
PDAs (with the MobiX3D player). Figure 7 shows an example of 
fitness trail animation built and displayed using MAge-AniM.  

For modeling fitness trail exercises, H-Animator offers the 
possibility to load a 3D world, specified by an X3D file, and to 
move the animated agent into the world. This functionality helps 
the user to model animations considering the agent’s position and 
the various objects contained in a 3D world.   

 
Figure 7. Mobile embodied agent doing a fitness exercise. 

5. INFORMAL EVALUATION 
We carried out a preliminary informal evaluation of MAge-AniM. 
To test the H-Animator tool easiness-of-use, we prepared a set of 
5 photographs showing an actor assuming different postures, 
which require the rotation of seven joints. We involved 5 users 
with no previous experience in embodied agent animation (and 
animation in general). After briefly introducing the system to the 
users, we gave them the photographs and we asked them to model 
the postures with the system. The average time to model a posture 
was 3 minutes and 33 seconds. After they modeled all the 5 
postures, we asked the users to build a simple animation starting 
from the pictures of the embodied agent postures. The average 
time to produce the animation was 1 minute and 5 seconds. These 
results are encouraging since it was the first time these 
inexperienced users tried the tool.  

We tested the quality of the animations produced with MAge-
AniM in the sign language as well as the fitness domain. For sign 
language animations, we involved three Italian Sign Language 
(LIS) experts. We quickly modeled some sign language sentences 



with H-Animator and then we showed them to the experts. They 
immediately and correctly recognized the meaning of the 
animated sign language sentences. The experts also suggested us 
some improvements to our sign language animations, such as 
adding facial expressions to represent the non-verbal sign 
language component. To test Mage-AniM fitness animations, we 
involved 10 users to perform some exercises in a local fitness 
trail. None of the 10 users had ever tried that fitness trail before. 
We asked 5 users to perform firstly an exercise after looking at 
the metal plate on the fitness trail station and then another 
exercise with the same difficulty after watching the animation on 
the PDA. The other 5 users firstly performed an exercise after 
watching our animation and then another exercise after looking at 
the metal plate. All 10 users correctly performed their exercises 
after watching the animations and only 2 of them performed their 
exercise correctly after looking at the metal plate. 

6. CONCLUSIONS AND FUTURE WORK 
In this paper, we proposed the MAge-AniM system for the visual 
modeling of embodied agent animations and their reply on mobile 
devices. Since MAge-AniM is intended for novice users, we 
based it on a familiar metaphor and we provide animation 
previews and instant feedback about postures.  

The current release of MAge-AniM is freely available at [18] and 
we are currently working on a new release of the system which 
will offer new features. In particular, to further simplify the 
posing phase, we are working at introducing inverse kinematics 
combined with a visual manipulation system. To add more 
realism to the agent animations on the mobile player, we will test 
if seamless shape deformation algorithms (i.e. parametric 
algorithms which allow one to use a single deformable mesh for 
the agent instead of using several separated meshes) can be 
adapted for mobile devices without significant decrease of 
performance. 

Finally, we will formally evaluate the whole system. On one side, 
we will test H-Animator asking both hearing and deaf users to 
model simple and complex animations using sample databases, 
measuring the time they took to perform the task and comparing 
these results with those obtained using other methods. On another 
side, we will test the quality of the animations on PDAs with 
several users. In particular, we will follow two directions: (i) for 
sign language, we will verify if the animations are easily 
understood by the users, asking them to translate the animations 
in written sentences; (ii) more generally, we will evaluate the 
users’ perceived realism of animations through questionnaires. 
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