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Abstract 1 Introduction

Sign languages are visual languages used to communicatewy m
ing hands and body. Sign and spoken languages rely on differe
communication channels: sign languages rely on the visueh-c

nel, while spoken languages rely on the sound channel. &igur
provides an example of how the same concept can be communi-
cated on the two channels: in a spoken language, such amltali
the sender says a word which is associated to a concept, the re
ceiver ears that word and associates it to the intended pgnice

a sign language, such as Italian Sign Language (LIS), thdesen
performs a sign by moving hands and body, the receiver watche
the movements and associates them to the concept. Sinclsign
guages rely on the visual channel, they can be used by pedyule w
suffer from total or partial hearing loss.

Sign languages are visual languages used by deaf peoplerto co
municate. As with spoken languages, sign languages vary@mo
countries and have their own vocabulary and grammar. Ttweref
the different deaf communities need a dictionary that dases
signs to the words of the spoken language of their countrysdisas
dictionaries which translate signs from a sign languagentiteer.
Several researchers proposed multimedia dictionariesidorlan-
guages of specific countries, but there are only a few prdpaga
multilanguage dictionaries. Moreover, current multingedictio-
naries suffer from serious limitations. Most of them allomtyofor

a word-to-sign search, while only a few of them exploit sign p
rameters (i.e., handshape, orientation, location, ancement) to
allow for a sign-to-word search. Current solutions also emmnly
use pictures or videos to represent signs and their paresnéig
2D images are often misleading for a correct identificatiem.
recognizing an handshape can be very difficult due to oauhg$i
This paper aims at facing the above described issues, &rploi
Web3D technologies such as X3D and H-Anim humanoids to bet-
ter understand signs and to simplify sign-to-word and $@gsign
search, by proposing an online international sign languhctéo-
nary, called 3DictSL. The paper presents the client-sexxahitec-
ture of 3DictSL and authoring tools which allow deaf comntigsi

to extend the dictionary with their own language. As a pcadti
case study, the paper discusses the implementation airt8lign
Language (LIS).
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posed by cheremes, which are the basic units of signed commu-
nication, and two different signs differ by at least one ehne#.

The American linguist William Stokoe was the first to work b t
cheremes of American Sign Language (ASL). Stokoe pointed ou
that a sign consists of and is uniquely identified by four ehees,

one for each of the following parameters:

e handshape, i.e. the position of fingers and/or their movémen
e palm orientation, e.g., hand upturned, facing the sender;

e location, i.e. the part of the body or a place close to it where
the sign starts to be performed;

e movement, i.e. the sequence of positions of the hands irespac
during performance of the sign.

The above described parameters apply to all sign languages,
only ASL, but the set of cheremes for each parameter varieagm
countries, as it happens for some letters of the alphabeexam-

ple, a particular handshape may be used in LIS, but not in ASL.
Recently, some sign languages have introduced facial esioreas

an additional parameter.

There are several sign languages in the world and each oftthem

its own cheremes, vocabulary, and grammar rules. Theredeid
people of different countries need dictionaries that aasesigns

to the words of the spoken language of their country as well as
dictionaries which translate signs from a sign languagentuteer.

For example, an Italian deaf may need both a LIS-Italiariatieiry

to write a document and a LIS-ASL dictionary to learn ASL sign
and thus be able to communicate with deaf people who use that
language.

Unfortunately, traditional paper dictionaries [Stokoeaét 1976;
Radutzky 1992] do not provide the best solution for sign leggs,
since it is very difficult to represent movements with statiages
or textual descriptions. Therefore, since the early '8éserl re-
searchers [Wilcox et al. 1994; Montagnana et al. 2005; Merghe
et al. 2004; BritishSignLanguage.com 2000; Michigan Stité
versity Communication Technology Laboratory 2000; VCOM3D
2004] have proposed multimedia dictionaries for the sigiglege
of specific countries, but, unfortunately, there are onlyw &nd
very preliminary proposals of a multilanguage dictionavyafer-
fall Rainbows and Solarstorm Design 2006].

Moreover, current multimedia dictionaries suffer fromisas lim-
itations. Most of them allow for a word-to-sign search, batyo

a few exploit sign parameters to allow for a sign-to-wordrska
They also commonly use pictures or videos to represent sigds
their parameters, but 2D images may be particularly mighepd
for a correct identification: for example, recognizing andishape
from a 2D image may be very difficult because of finger occhusjo
and movement projection on a 2D plane may be ambiguous. Fi-
nally, technologies employed by most projects are progmyeand
available only on particular platforms.

Therefore, after analyzing the needs of deaf people anddems
ing potentials and limitations of current proposals, wentified
the following goals for the design of a multimedia sign laage
dictionary:

e providing deaf people with a multilanguage dictionary, satt
they can learn how to perform a sign in foreign sign lan-
guages;

1Recently, some linguists have proposed to use the pfromemealso
for cheremes. However, other linguists prefer to keep thgiral term
cheremewhich is etymologically and functionally more correct (fncthe
Greek wordcheir that means hand). In this paper, we use the Etereme
which also avoids ambiguity.

allowing deaf people to better understand how to perform
signs by means of 3D animations;

providing easy-to-use word-to-sign, sign-to-word, anghsi
to-sign search functionalities;

supporting different platforms;

allowing deaf communities to easily extend the dictionary
with their own languages.

To achieve these goals, this paper proposes an architdotuasm
online international sign language dictionary, called @BL. To
better visualize signs and to simplify sign-to-word andnsig-
sign search, the architecture exploits standard Web3Dhtéobies
such as X3D and H-Anim, which are available on different plat
forms. To allow deaf communities to add the support for tbein
sign languages, the proposed architecture includes thaikator
modeling tool [Buttussi et al. 2006] for the authoring ofrsgand
cheremes, while other dedicated tools simplify localmatnd the
definition of associations between words and signs.

The paper is organized as follows. Section 2 surveys relatsd
on sign language animation and sign language dictionaemgse-
cially focusing on 3D and online proposals. Section 3 dessrihe
client-server architecture of 3DictSL, its user interfagerd some
implementation issues. Section 4 analyzes in detail a dasly,s
i.e. the implementation of Italian Sign Language suppo#ct®n
5 provides conclusions and outlines future research drext

2 Related work

Research on sign languages has been particularly activettowve
last years. This section discusses related work on sigrutagey
animation and sign language dictionaries, particulariysidering

3D and online approaches.

2.1 Sign language animation

Computer graphics research on sign language began in the ear
'80s. A first architecture to visualize schematic represions of
signs was proposed by Loomis et al. [1983]. Results werdduni
by the hardware of that time, but the idea of using a skeleton t
constrain movements is still used nowadays for sign langusesy
well as generic humanoid animation.

About ten years later, Wilcox et al. [1994] proposed the finst-
timedia sign language dictionary for the American Sign Leage
(ASL), pointing out that animations are fundamental to eotly
understand signs, since movement is one of the sign paresnete
Besides searching signs by typing the associated Ameringldh
word, this dictionary allows one to look for a sign by desurip

it. However, the proposal relies on videos for sign langLagena-
tions and it is thus affected by the limitations describe&éttion

1.

A preliminary 3D arm for sign language animation was propdse
Gibet [1994]. The arm has only two joints, which are not errota
correctly discriminate among signs, but was useful to tespbten-
tial of 3D animation as a mean to visualize sign languageesess.

Geitz et al. [1996] focused on fingerspelling, i.e. showingea
quence of finger configurations to describe a word letter tigrle
Since the system aimed at allowing deaf people who live in iso
lated areas to learn ASL finger configurations for lettershans
proposed a VRML animated hand that ran on a website.



Sagawa and Takeuchi [2002] proposed a system to learn J@pane the limitations of paper dictionaries, and thus worked Witthcox

Sign Language. By using a dataglove, the student can tryrto pe et al. [1994] to design the first ASL multimedia dictionary de-
form the signs proposed by a 3D virtual teacher. The teatteert  scribed in Section 2.1.

visualizes both the student sign and the correct sign, inglpér to

immediately notice errors. The system has been evaluataders, Since the early '90s, several researchers and deaf conigainitve
proving the validity of the proposal. published multimedia dictionaries for the sign language spe-
cific country on CDs/DVDs or online, but most of these dictidas
(e.g., [Michigan State University Communication Techmgyid.ab-
oratory 2000; BritishSignLanguage.com 2000]) rely on esland
allow users to search for signs only by typing or selectingkep
language words.

To support Greek Sing Language (GSL) teaching in schools, Ka
pouzis et al. [2007] proposed a translation architecturelwizi-
sualizes GSL signs and sentences by means of an H-Anim lvirtua
character. Teachers can provide input in written Greekclig
transformed into GSL, animated using a VRML plug-in and the
STEP scripting language [Huang et al. 2003], and then phegec

A basic search functionality is available in [Waterfall Rladbws and
on a screen.

Solarstorm Design 2006], an online dictionary which supptiree
A machine translation system from American English to ASk ha differentlanguages (ASL, BSL, and Australian Sign Lang)amd
been proposed by Zhao et al. [2000]. To obtain realistic A&-s  grows thanks to the cooperation of users, who can send viafeos
tence animations, they suggest to avoid using intermediaéral new signs. After choosing a language, the user can selectwai
postures between a sign and the next one in a sentence, siate d depicting an handshape chereme and then select anotherepict
people pause between signs only at the end of a sentencee-Ther @ word associated to a sign with the selected handshapenuhere

fore, the system automatically builds transitions betwsigns by However, some handshapes cheremes belong to a large anfount o
using Parallel Transition Networks [Badler et al. 1999]. signs, and thus, even using a database with less than a tlibusa

) ) ) ) ) B signs, after selecting the handshape chereme the user maydca
\/iS|CAST [E”lott et al. 2000] IS a pI’O]ect that aims at pl’d\ng choose among more than 250 alternatives.

improved access to services and facilities to deaf peoptaign

sign language presented by a virtual human. For exampleysie  since a sign can be described by specifying the chereme&dor t
tem translates English sentences commonly used in UK Pest Of four parameters (i.e. handshape, orientation, locatind,raove-

fices into British Sign Language (BSL) signs, to simplify tieas- ment), some recent dictionaries (e.g., [Herreweghe et G042
tomers’ interaction with clerks. The virtual human can gledorm Montagnana et al. 2005]) allow the user to specify the chesem
European Sign Language animation of written English seerit through a web interface and then find the word corresponding t

is based on VRML and H-Anim and intended to be suitable for the sign. Unfortunately, current solutions use static iesatp rep-
web as well as broadcast TV standards (e.g., the Multimediadd  resent handshapes, and symbols or simple animated imaggs to
Platform which is available on set-top boxes for terrekttigital resent movements. Since some configurations and moventents a
television). very similar, even the deaf author of this paper, who is a Egn

Yi et al. [2005] proposed an interface which allows users tale guage teacher, found the mentioned interfaces very diffiouise
sign language gestures such as hand, arm, or head movermehts, 2nd €rror prone.

then reuse these gestures to create signs. Gestures andasign
stored in a database. The stated final goal for the tool isloaval
deaf people to “write” in their own language by composing-sen
tences using the stored signs.

Other proposed solutions to input signs are transcripticatesns
(e.g. Stokoe notation [Stokoe et al. 1976], HamNoSys it
et al. 1989], SignWriting [Sutton 1981]) and visual recdigm
(e.g., by using hidden Markov models [Starner and Pent|&88}]).
Sign Smith [VCOM3D 2004] is a suite of sign language products However, transcription systems require their users talsaveral
developed by VCOMS3D. The suite consists of a 3D illustratied d ~ symbols (e.g., about 200 for HamNoSys), while visual redammn
tionary of ASL and Signed English (SE), an educational safev is natural for deaf users, but it has been effectively emgglognly
for kids, four ASL sign libraries, and an authoring tool winidlows to recognize a sign from a small set of alternatives and ftus ot
users to create ASL content even if they had no previous pnogr well-suited to retrieve a sign from a dictionary.

ming and animation experience.

To the best of our knowledge, VCOM3D [2004] illustrated it
nary, mentioned in Section 2.1, is the only one which expl8D
technologies to better display signs. However, this dieig pro-
vides only some ASL and SE signs, and does not offer a sign-to-
word search functionality.

Sign language animations can also be modeled with the ddtiera
Animator tool we described in [Buttussi et al. 2006], fredtywn-
loadable from [HCI Lab - University of Udine 2006]. H-Aninat

is a visual tool which allows the user to model, reuse andeshar
any X3D animation for H-Anim humanoids. In particular, user
can create standard H-Anim humanoids starting from exjsti8D
meshes, visually model simple X3D humanoid animationgovit
knowing the X3D language, and compose complex animations by

visually concatenating simple ones. 3 Our proposal: 3DictSL
2.2 Sign language dictionaries To overcome the limitations of current solutions and meetbeds

of deaf people, 3DictSL exploits standard Web3D technelegi
As mentioned in the previous sections, paper dictionaniesnat such as X3D and H-Anim to model and visualize 3D animations
well-suited for sign languages, since it is very difficult repre- for a better understanding of signs. Moreover, H-Anim huaign

sent movement, which is one of the fundamental parameteas of animations are used also to show the cheremes to simplifiyteig
sign, with 2D static figures. Anyway, paper dictionarieshsas the word and sign-to-sign searches, because a guided explotthe
one proposed by Stokoe [1976] for ASL and the one proposed by 3D model can avoid occlusions and ambiguous 2D projectidhs.
Radutzky [1992] for LIS are still used by deaf people and by re following subsections will introduce the 3DictSL archite®, user
searchers working on sign languages. Stokoe himself waseafa interface, and some implementation issues.
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Figure 2: Client-server architecture of 3DictSL.

3.1 3DictSL architecture

The client-server architecture of 3DictSL is illustratedrigure 2.

The 6 modules are distributed on a server and on authoring and

user clients. On the server side, tRage Localizerdynamically
generates webpages and 3D content required by the usdizilnga
them for the language she chooses, whileSkarch Enginenaps
choices made by the user on #eb Interfacénto database queries
and provides the Page Localizer with the results.

Internationalization and localization in the sign langaiatpmain
are new and interesting topics, since adding a sign langioagée
means providing the textual content (e.g., webpage titielp, but-
ton captions) as well as cheremes and signs for the spedfic si
language. Moreover, the textual content for a particulgn $an-
guage can be provided in the language spoken in the saméatea,
deaf people might be only partly familiar with spoken langeiand
thus choosing short, simple and meaningful words and seesas
more important than in other domains.

Page Localizer retrieves textual content for the choseguage
from theLocalizationdatabase, and X3D animations and H-Anim
humanoids fronCheremeSign andH-Anim Humanoiddatabases.
The Search Engine can find words and signs inStgn-Word As-
sociationand in theSign-Sign Associatiodatabases.

On the 3DictSL client, thaNMeb Interfacemodule handles user
choices on the webpage by locally updating the page, by riegui

Expert

new pages to the Page Localizer, or by updating the X3D Scene.
Events in the X3D scene are handled by 8D Interface

To extend the dictionary with the support for new languagesm
language experts can provide textual content for the lpatidin
and populate the databases with sign-word and sign-sigiciass
tions by using theContent Editor Moreover, since introducing a
new sign language requires to model animations for cheremes
signs, users can exploit the functionalities of the\nimatortool
[Buttussi et al. 2006] to that purpose.

The overall usage of the website is illustrated with a flowrtira
Figure 3. The user can select a language from the homepagdy wh
provides welcome and getting started information in all k-
ported languages, and her choice is sent to the Page Lacdlize
the chosen language is a spoken one, information on theafollo
ing webpages is provided in that language, and the Pageikecal
will provide a typical search form, where the user can typeoedw
and have it searched in the Sign-Word Association databatieeb
Search Engine. If the word is not in the database, the Pagalloc
izer will notify the user about it and then redirect her to search
page, otherwise it will provide the user with a webpage wilish
plays the result with an X3D H-Anim animation. The user can
rotate the humanoid, get closer or farther, and replay thean
tion by means of controls on the webpage (free navigatiomeén t
3D scene is disabled, since users without previous experien
3D navigation may get lost). Actions on these controls arppad
into rotations, translations and timer changes by cliéfg-scripts
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Figure 3: Overall functioning of the 3DictSL website.

through the X3D Scene Access Interface (SAl). The user am al
have the word translated into other spoken or sign languages

cally splitinto two areas: the left one contains the coisttolchoose

the cheremes, while the right one contains an embedded X8@pl
displaying a H-Anim humanoid, and some controls to intevétt

the 3D scene. To simplify the choice of the cheremes, as the us
selects one of them, the H-Anim humanoid posture or movement
are updated to preview the resulting sign. The buttons béfawv
embedded X3D player allow the user to rotate the humanoid and
get closer or farther, so that she can check whether the rolesre
she has chosen are the intended ones or not, while the birtttires
lower left area allow to switch among the views. Some viewg-(F
ure 4 and 7) provide also additional buttons to switch amdfig d
ferent categories of cheremes concerning the same parafagte
handshape cheremes can be grouped by considering the nafmber
open fingers).

In the handshapeview (Figure 4), the user is provided with the
controls to select the chereme for the handshape. Othéorict

ies which allow for a search by handshape [Montagnana ef@b;2
Herreweghe et al. 2004; Waterfall Rainbows and Solarstoesidh
2006] use 2D drawings or schematic representations of ad, han
while we decided to take thumbnails of the humanoid hand.eMor
over, since there are usually several cheremes for the hapéds
some of the current solutions [Montagnana et al. 2005; Megbe

et al. 2004] split the handshape cheremes into categoriesrisid-
ering the number of open fingers. However, the deaf authdrisf t
paper pointed out that it is very difficult to associate edubreme
with a particular number of open fingers, since some chereaies
quire to open or close some fingers during the performanckeof t
sign. Therefore, we proposed a deterministic criteria 1d &S
handshape cheremes (see Section 4) and the Content Editor al
lows other deaf communities to freely choose the handshape c
egories for their language. Another issue with handshapeeaies

is that some of them differ only for the order in which the same
or similar finger configurations occur: for example, a chezenay
start with all the fingers closed and finish with them open,levhi
another may start with all the fingers open and finish with them
closed. Therefore, with current video-based solutionsitdex may
select an handshape chereme and find out she has selectediga wro
one only when she plays the video of the resulting sign, wihile
3DictSL the H-Anim humanoid hand is immediately animated an
the user can test different handshape cheremes beforeeginge

If the user selects a sign language from the homepage, tien th with the other parameters.

Page Localizer will build webpages in the spoken languagecis
ated to the chosen sign language in the Localization dagalidse
first webpage it builds allows the user to specify a sign byosho

The choice of the orientation (Figure 5) is usually simpkert the
handshape one, since there are usually few cheremes fapahis

ing a chereme for each parameter. When the user has chosen affameter: the palm is facing the left or facing the right of tieeson

the four cheremes, she is provided with a new webpage where th
sign characterized by those cheremes is visualized, iffituiad in

the Sign database. The user can interact with the 3D scengeand
cide whether the sign is the one she intended or not. Indeetk s
cheremes are very similar, thus if the sign is not the intdrutee,

the user can return to the search page and try another checeme
bination. When the user confirms the sign, the associated igor
returned and the user, as mentioned above, can look forsldtam

into other spoken or sign languages.

3.2 User interface

The user interface of most 3DictSL webpages is very simplgt
fore we will focus on thesearch-by-cherem&ebpage, i.e. the web-
page where the user can look for the translation of a signhbps:
ing its four cheremes. The search-by-chereme webpagetis-par
ularly interesting, since it provides different views (&ig 4, 5, 6,
and 7) to choose the chereme for the different parameters.

As shown in the figures, the search-by-chereme webpagetis ver

who is performing the sign, upturned or downturned, faciregger-

son who performs the sign or facing the person who looks dbit.
simplify the choice, we use thumbnails of the right hand,right

arm and the upper torso of the humanoid. In the thumbnails, we
use an handshape which simplifies orientation understgndind

as the user selects one of these thumbnails, the humanoigs sho
the selected orientation with the handshape chereme cliosea
previous view.

To choose the location where the sign is performed, curr@nt s
tions which allow for a search by location [Montagnana e2@05;
Herreweghe et al. 2004] use a 2D picture of a human, and thie use
can click on the different parts of the human body or the nearb
space to select the location. Since 3DictSL uses a 3D humanoi
we allow the user to directly click on it or select a thumbndail

the location (Figure 6). For both actions, the interfacesjotes the
user with immediate feedback by moving the humanoid hanken t
selected location.

The last parameter, i.e. movement, is the most critical &u-s
tions relying only on images and thus most of the proposalsaio
support it, or have recently added some simple animateddmag
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Figure 4: Handshape choice in the search-by-chereme webpdiiough the textual content in the webpages was orilyirlltalian, for
this paper it has been translated into English to ease cdrapsen.

schematic representations of the movement. Since disgjagv- Databases were implemented with Microsoft Access to reuse h
eral animated images in the same webpage may confuse the usemanoids, animations and additional information from H-vAator
we decided to use schematic representations (e.g., dtoaighrved databases. In particular, H-Anim Humanoid database dsnrisig
arrows), while the movement in 3D is shown by the humanoid, as subset of the tables of an H-Animator database, Sign daabas
the user selects one of the schematic representationg¢Figu H-Animator database with additional metadata (e.g., mfaion
on the cheremes which identify the sign), and Chereme dsgaba
contains information from the H-Animator database (etwe Hand-
shape cheremes are H-Animator simple animations), butoiey
information. The additional information is acquired witt boc
functionalities that we added to the general purpose H-/Atdm

3.3 Implementation issues

Since the user may need to rapidly test different cheremigsstie tool. For example, location cheremes, which consistotation
finds the intended ones, we looked for approaches which dlow  yajyes for the right shoulder and the right elbow of the huoigin

a fast response. Therefore, we decided to implement 3Distsi- and orientation cheremes, which consistatation values for the
pages in ASP.NET AJAX, which allows us to update only some right wrist, are specified by modeling a single posture. Mogats
portions of the webpage by using tbpdatePanetontrols. In par- can be modeled as simple animations, but without specifgimg
ticular, to implement the search-by-chereme webpage, Vitetlsp handshape chereme and assuming to perform the sign in tbe spa
page into two panels: one for the controls to select the chese  nearby. Therefore, they cannot be saved as H-Animator il
and one for the X3D Player and the controls to interact wihdD imations (i.e. a set dPositionInterpolatorandOrientationInterpo-

scene. To allow the user to switch among views without réfres  |ator nodes with the routings telAnimJointnodes), but ascript

ing the page, we used tihultiViewand theviewcontrols provided  nodes which change shoulder and elbow rotation after cerisigl
by ASP.NET 2.0. The Page Localizer module builds the webipage tnheir current values (due to the location).

using ASP.NET, while the behavior of the controls that need i

formation from the server is implemented in C#. For exam@le, Client-side code is written in Javascript and was used, iitiquéar,
code is used to change the actiiewof the MultiView control, and to access the 3D scene. In most of the webpages, the interacti
to retrieve localization information, X3D H-Anim animatis, and between the webpage and the 3D scene is limited to changbks of t

associations between words and signs from the databases. rotation and thetranslationvalues of the wholél-AnimHumanoid
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Figure 6: Location choice in the search-by-chereme wehpage

node, but the search-by-chereme webpage requires morestite
interaction, implemented with both Javascript and X3D cdéer
example, to select the location the user can both choosenabthu
nail and click on the humanoid. Therefore, we added a fieltteve
listener for each of th&ouchSensonodes on the humanoid body
to update the selected picture in the webpage, as the usdgre®a
sensor. User interaction with both the thumbnails and tinegmoid
body causes algotation changes in the right shoulder and right el-
bow HAnimJointnodes.Rotationvalues are provided by the Page
Localizer, which automatically generates Javascript caitle the
values when it builds the webpage considering the partigitm
language. Since the values are written in Javascript, thaybe
immediately set as the user performs an action, without dezln
for a server request.

The same implementation strategy has been used for oi@ntat

combining AJAX and X3D into the so-called Ajax3D has been-pro
posed by Parisi [2006].

4 ltalian Sign Language case study

In this section, we will focus on Italian Sign Language (Li&pro-

vide an example of how deaf communities can author the conten
needed to extend 3DictSL with the support for their own siym |
guage. LIS has 56 handshape cheremes, 6 orientation clereme
16 location cheremes, and 48 movement cheremes, besidas oth
cheremes which are used more rarely.

Since there are several handshape and movement cherensgditwe
them into categories. As mentioned in Section 3.2, some ®f th
current solutions (e.g., [Montagnana et al. 2005]) splitdshape
cheremes by considering the number of open fingers, but this ¢
teria is not well-suited for LIS, since some handshape chese
require to open or close fingers. Therefore, we propose a-dete
ministic criteria which allows to split handshape cherelinés ten
categories: 6 categories contain cheremes which do not firove
gers and have a fixed number of fingers fully open or fully diose
(i.e. all closed, 1 open and 4 closed, 2 open and 3 closed,@and s
on), a category contains cheremes which require to openrfinge
another category contains cheremes which require to clogers,

a category contains cheremes which have fingers not fullyr ope
nor closed, and the last category contains all the othereches
(i.e. cheremes which require a particular movement of thgefis).
We also split movement cheremes into 4 categories: straighie-
ments of the hand toward a particular direction, movemethighw
require to draw arcs with the hand, movements which requoire t
bend the wrist, and all the other movements.

LIS cheremes can be combined in more than 50000 LIS signs, but
only a subset of them (about 3000) is frequently used andrunde
stood by almost all Italian deaf people who use the languldger-

ever, it is clearly a huge work even to model the basic signgfo
single language, thus the need for easy-to-use authoratg tbhe
current version of H-Animator was intended for general psgpan-
imation modeling and it is thus not sufficient to significgrepeed

up the modeling of signs, but is quite good to model handshape
cheremes: an untrained computer science student modélda al
most used LIS handshape cheremes spending about 10 miautes f
each. While handshape cheremes and some test signs weredode
with the released H-Animator tool, to model other LIS cheeswe
developed a preliminary new version of the tool specificibused

on chereme modeling (e.g., it allows to store a single pesisra
location chereme).

Since accuracy is critical to discriminate among cherehesdeaf
author of this paper (who is also a LIS teacher) was filmed from
several viewpoints while performing the cheremes. Moredoe
each chereme, we filmed also a test sign which employs it.r&igu
8 shows a frame of one of these videos and the H-Anim humanoid
performing the same handshape chereme. We checked thaagccur
of the modeled cheremes on some deaf users by asking theokto lo

cheremes, but movements and handshape cheremes requifed a d at the humanoid performing a chereme and then choose the word

ferent strategy, since there are usually a lot of these ohesend
it is thus very inefficient to download the X3D code for all bEm
when the search-by-chereme webpage is loaded. Therefben w
some X3D code is needed, itis written in a hidden label witheu

freshing the whole page by using ASP.NET AJAX C# code. When sign-word and sign-sign associations.

associated to the test sign for that chereme.

Besides modeling cheremes and signs, deaf communitiessean u
the Content Editor to enter textual localization contentvedl as
We have alreadyrezhte

the X3D code is written in the label, it is added to the 3D scene localization information in Italian and American Englisimd we

with the SAl createX3DFromStrindunction. The general idea of

have created associations for a few test signs.
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Figure 7: Movement choice in the search-by-chereme webpage

5 Conclusions and future work

In this paper, we described how standard Web3D technolsgies

as X3D and H-Anim can be exploited to visualize signs andre si
plify sign-to-word and sign-to-sign search in an onlineemtational
sign language dictionary (3DictSL). To achieve these goadspro-
posed a client-server architecture, which includes airtbaiools

to extend the dictionary with the support for new sign largpsa
The paper provided details on the user interface of the websd

on how AJAX, ASP.NET, Javascript, and X3D technologies were
combined to develop our proposal.

With respect to the goals stated in Section 1, we providedathe
chitecture for a multilanguage dictionary with 3D animascand
advanced search functionalities, and authoring tools tenekthe
dictionary with the support for new languages. Howeverdik#o-
nary can be visualized only by recent browsers with an X3Qera
supporting H-Anim nodes and Javascript SAl. Moreover, entrr
tools are not sufficient to simplify and significantly spegctive au-
thoring task, since sign languages have several thousdsims.

Motion capture and computer vision may seem promising tech-

nigues to semi-automatically populate sign database, unfor-
tunately, since sign languages require very accurate aioinsato
discriminate among similar signs with different meaningspen-
sive equipment is needed. As a result, these technique membe

ployed in a laboratory to populate the database with aralrgét of
signs, but deaf communities will need cheaper tools to détine
ther signs at home. Therefore, we are working on a new verdion
H-Animator specifically designed for sign languages. Tlgission
should run on a website, directly store data on 3DictSL deteb,
integrate the functionalities of the Content Editor, ana\jmte mod-
eling functionalities which exploit the structure of thgrss, i.e. it
should allow the user to model a sign by reusing existingerhers.
This new version will potentially allow all the members of ead
community to augment the dictionary with new signs. By addin
these new features, we will also have to deal with securitydas
(e.g., preventing guests from editing content provided Xpe#s)
and design a functionality which allows users to rate thdityuaf
proposed signs.

3DictSL has been constantly evaluated by the deaf authaneof t
paper. A formal user evaluation of the system on several usst

is planned. Other interesting future research may concaeialf
expression, since it is increasingly used in sign languageishas
been recently introduced as a fifth parameter.
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Figure 8: A deaf sign language teacher performing a LIS Hzaquks

chereme (a) and the same chereme performed by the humapoid (b
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