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Abstract—Virtual reality (VR) experiences are receiving 

increasing attention in education and training. Some VR setups 

can deliver immersive VR training (e.g., on multiple projected 

screens), while others can deliver non-immersive VR training (e.g., 

on standard desktop monitors). Recent, consumer VR headsets 

make it possible to deliver immersive VR training with six-

degrees-of-freedom tracking of trainees’ head as well as hand 

controllers, while most smartphones can deliver non-immersive 

VR training without the need for additional hardware. Previous 

studies compared immersive and non-immersive VR setups for 

training, highlighting effects on performance, learning, presence 

and engagement, but no study focused on contrasting procedural 

training with (immersive) VR headsets and (non-immersive) 

smartphones. This paper conducts a comparison of these two VR 

setups in the aviation safety domain. The considered training 

concerned door opening procedures in different aircraft, and 

included a virtual instructor. In addition, we compared the two 

VR setups with the traditional printed materials used in the 

considered domain, i.e., safety cards. Results show that both VR 

setups allowed gaining and retaining more procedural knowledge 

than printed materials, and led to higher confidence in performing 

procedures. However, only the VR headset was considered to be 

significantly more usable than the printed materials, and presence 

was higher with the VR headset than the smartphone. The VR 

headset turned out to be important also for engagement and 

satisfaction, which were higher with the VR headset than both the 

printed materials and the smartphone. We discuss the implications 

of these results. 

 
Index Terms—Virtual reality, procedural training, virtual 

instructor, immersive VR, non-immersive VR, VR headset, 

smartphone, mobile devices, user study, aviation safety. 

 

I. INTRODUCTION 

IRTUAL reality (VR) has been employed in education 

and training for decades and its effectiveness and current 

limitations in different domains are described by several 

reviews [1]–[5]. Some VR setups can make trainees feel 

surrounded by the virtual environment (VE), delivering 

immersive VR training (e.g., a VR headset or multiple projected 

screens). Other VR setups display the VE on a standard screen 
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(e.g., using a desktop monitor or a smartphone), delivering non-

immersive VR training [6]. Recent, consumer VR headsets can 

deliver immersive VR training with six-degrees-of-freedom (6-

DOF) tracking of users’ head as well as of hand controllers to 

recognize trainees’ actions. However, most smartphones can 

deliver non-immersive VR training (statistics about mobile 

graphics support can be found in [7]) without the need for 

additional hardware and with the advantage of using only a 

familiar device [6]. Moreover, about 80% of the population in 

developed countries owns a smartphone [8]. 

To help make informed choices about training effectiveness 

of these two VR setups (VR headsets and smartphones) 

thorough comparisons are needed. Such comparisons should 

not be limited to the main outcomes of training such as 

knowledge gain or performance in the considered task, but 

extend to psychological constructs. For example, Domagk et al. 

[9] identified three types of engagement that can play a role in 

training, i.e., cognitive, behavioral, and affective, and all three 

may be influenced by the VR setup. Plass et al. [10] identified 

several features of the training experience that could affect 

cognitive engagement, and some of them (e.g., situatedness, 

gestures and movement) can vary with different VR setups. In 

[10], behavioral engagement is linked with motivation and the 

three questions that shape it, identified by Eccles et al. [11]: 

“Can I do this?”, “Do I want to do this, and why?”, and “What 

do I need to do in order to succeed?”. Plass et al. [10] 

highlighted that affirmative answers to the first question can be 

fostered by allowing trainees to fail gracefully and by providing 

them with adaptive help so that they can try again and learn 

from their mistakes. Such features can be offered through any 

VR setup. However, making gestures with the tracked 

controllers of a VR headset or interacting with the touchscreen 

of a smartphone might have different effects on trainees’ 

understanding of the actions needed to carry out a procedure or 

their confidence in them. Finally, VR setups might play a role 

on affective engagement because VR setups may affect 

presence (i.e., the sense of being in the VE [12]), and presence 

can play a role on emotions [13]. Previous studies conducted 

comparisons between different VR setups for education and 
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training showing the impact of the VR setup on performance, 

knowledge, presence, and engagement [14]–[31]. In particular, 

some studies compared immersive VR setups, including VR 

headsets and multiple projected screens (also known as Cave 

Automatic Virtual Environments or CAVEs), with non-

immersive VR setups that display the VE on a standard desktop 

monitor [14]–[16], [29], [31] or a tablet [28]. However, no 

study focused on comparing VR headsets and smartphones in 

procedural training, i.e., training that concerns the 

demonstration and execution of the steps of a procedure. 

In this paper, we focus on procedural training in the aviation 

safety domain, which is representative of many other safety 

training domains, as described in [29]. The real-world case 

considered in the study concerns the procedures for opening the 

overwing exits of different aircraft types in the event of an 

emergency evacuation. Before takeoff, flight attendants have a 

few minutes to describe these procedures to the passengers 

seated on the exit rows. All passengers (including those seated 

in the exit rows) are invited to look at the safety cards, i.e., 

printed materials available in the seat pocket with pictorials that 

illustrate procedures for the specific aircraft. Unfortunately, 

most passengers do not to pay attention to safety cards [32], and 

even those who pay attention show an unacceptable level of 

comprehension of the pictorials [33]. This calls for innovative 

solutions [32], which should be more engaging and effective 

than safety cards. Therefore, this paper proposes a VE with a 

three-dimensional (3D) virtual flight attendant that plays the 

role of instructor, demonstrates each procedure, and invites 

trainees to perform it. As trainees try to perform the procedure, 

the virtual instructor provides feedback after each step, and at 

the end of the procedure. We developed the VE with the virtual 

instructor for both the VR headset and the smartphone setups. 

This paper aims at advancing knowledge in different directions. 

Our study is the first to compare a VR headset and a smartphone 

with the aim of exploring which of these VR setups might be 

more suited for procedural safety training. The study considers 

a variety of measures including presence, knowledge gain, and 

confidence in performing procedures. The study also explores 

the effects of the VR setups on engagement, satisfaction, 

usability, and retention, which have been previously considered 

only in a few studies [27]–[29], [31]. In particular, most studies 

that compared engagement with different VR setups [28], [29] 

employed serious games [34], i.e., video games that use 

entertainment for a serious purpose, while our study is the first 

to compare engagement with two VR setups in training with a 

virtual instructor. Finally, our study includes a third condition 

to compare the results of the two VR setups with the traditional 

printed materials (safety cards) used to instruct about the same 

procedures, with the aim of assessing if one or both VR setups 

can overcome the well-known limitations of safety cards in 

terms of engagement [32] and knowledge gain [33]. 

The paper is organized as follows. Section 2 introduces 

previous studies that compared different VR setups in education 

and training. Section 3 describes the VE with the virtual 

instructor. Section 4 describes the study, while Section 5 and 6 

respectively report and discuss its results. Finally, Section 7 

concludes the paper outlining future work.  

II. RELATED WORK 

Studies comparing different VR setups (Table I) addressed 

several education and training domains, e.g., natural science 

[15], [18], [28], [31], history [21], mathematics [23], and 

medicine [17], [22], [25], [27], [30]. As reported in Table I, the 

tasks performed by participants varied considerably, and 

included attending a seminar or a lesson [14], [21], [31] 

exploring complex 3D structures or datasets [18], [22]–[25], 

and interacting with different types of simulations [15]–[17], 

[29], [31]. Different VR setups for procedural training where 

compared in studies where participants trained in: moving 

objects from a location to another following a given sequence 

of actions [19], [20], a medical procedure [27], [30], a visual 

scanning strategy [26], an evacuation procedure from an aircraft 

during a specific emergency [29], and biology lab procedures 

[31]. While in a few studies participants had to interact with 

characters [17], [29], [31], only one study [31] involved a 

virtual instructor, which can play an important pedagogical role 

in a VE as discussed in [35]–[37]. 

Table I lists the different conditions in the studies, 

highlighting the features within a VR setup or the types of VR 

setups they compared. For example, some studies focused on 

specific visualization features of VR setups, such as field of 

view (FOV) [20], [26], field of regard (FOR, i.e., the total size 

of the visual field surrounding the user [38], which depends on 

FOV and on the possibility to rotate the head) [20], [22], [24], 

[25], and/or stereoscopy [22], [24], [25], typically enabling or 

disabling different features on the same VR setup. Some studies 

also considered interaction features, e.g. enabling or disabling 

6-DOF head tracking [22], [24], [25] or room-scale tracking 

(i.e., the possibility to physically move in a room to move in the 

VE, instead of being physically seated and move in the VE 

using a controller) [27]. Other studies considered instead 

different types of VR setups, typically comparing immersive 

ones based on VR headsets [14]–[17], [28], [29], [31], CAVEs 

[18], [23], or two projection displays [19] with non-immersive 

ones based on a desktop monitor [14]–[16], [29], [31], a laptop 

monitor [19], a single projected screen [17], [18], [23], or a 

tablet [28]. In these studies, the different VR setups offered 

different visualization features, and in some cases different 

interaction features, e.g., providing different DOF values of 

head-tracking ranging from 0 to 6 [16], [17], [23], [29], and/or 

using different input devices such as gamepad or keyboard [16]. 

A study also compared two VR setups based on a tablet, using 

touchscreen interaction or a physical endovascular tool [30]. 

Some studies that compared different VR setups included in the 

comparison also a traditional learning method, e.g., attending a 

seminar in a real classroom [14], listening to an audio recording 

[14], or watching a video podcast [30]. Considering assessed 

measures, knowledge gain or performance (time or correctness 

in completing the given task) were included in all studies except 

[28]. Presence was assessed in [14], [15], [17], [29], [31], while 

participants’ confidence in their answers or performance, self-

efficacy, or other self-evaluation ratings were included in [14], 

[17], [22], [25], [29]–[31]. Participants’ engagement and/or 

satisfaction were measured in [27]–[29], [31], while usability 

only in [27]. Retention was assessed only in [29].  
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VR setups offering more immersive visualization features 

had a positive effect on knowledge gain in [18] and in one of 

the two topics considered in [15]. Similarly, VR setups offering 

more immersive visualization features and, in some cases, more 

natural interaction features, had a positive effect on 

performance in [16] (but only for one of the two performance 

measures), [19] (but only for complex procedures), [20], [22]–

[24], [26]. On the contrary, no difference in knowledge gain 

was found in [14], [27], [29], and in one of the two topics 

considered in [15]. No effect of the VR setup was found on one 

of the two performance measures in [16], and on performance 

measures in [19] for simple procedures, while the effect in [30] 

was limited to two steps of the procedure. In [31], a VR headset 

led to less knowledge gain than a desktop monitor. No 

difference in knowledge retention was found in [29]. Linear 

regression analysis showed that presence predicted knowledge 

gain in [15], but differences in presence did not correspond to 

differences in knowledge gain in [14] and [31]. In [29], 

presence as well as engagement were higher with the VR setup 

that provided better visualization and interaction features. 

Engagement (only in a subscale related to immersion) and 

satisfaction (only in a subscale related to overall reactions) were 

higher with room-scale tracking enabled than disabled [27]. 

Higher engagement with a VR headset than a tablet was claimed 

in [28], but without reporting statistical significance. Self-

efficacy or participants’ self-evaluation ratings about some 

aspects of their performance or learning were higher with VR 

setups offering more immersive visualization and/or more 

natural interaction features in [17] and [30], but not in [29] and 

[31]. Participants’ confidence in their answers was lower with 

a VR headset than a desktop monitor in [14]. 

Overall, the effects of VR setups in education and training 

are not clear, because results vary with different tasks, 

procedures or topics, as also shown in [25], where different 

combinations of the considered features of the VR setup led to 

different results for different tasks. This calls for further studies 

comparing different VR setups on different types of training. In 

particular, more studies are needed to assess the effects of VR 

setups on procedural training, because existing studies about 

procedural training led to the above-described different 

outcomes. Such new studies of VR setups should include 

knowledge retention, a fundamental measure of the 

effectiveness of training over time, which has been considered 

by only one study [29].  

TABLE I 
PREVIOUS STUDIES ABOUT THE EFFECTS OF DIFFERENT VR SETUPS IN EDUCATION AND TRAINING DOMAINS 

Reference Task Conditions Measures Main Findings 

Mania & 

Chalmers 

(2001) [14] 

Attend a 15-minutes 

seminar on a non-

science topic 

Seminar presentation: real 

classroom / 3D virtual classroom 

on 21” desktop monitor / 3D 
virtual classroom on VR headset 

without head-tracking / audio 

only 

Presence, knowledge gain, 

participants’ confidence in 

their answers 

Higher presence only in real 

classroom; some differences in 

presence did not correspond to 
differences in knowledge gain; 

confidence lower for VR headset than 

desktop monitor 

Winn et al. 

(2002) [15] 

Interact with a 

simulation about water 

movement and salinity 

VR setup: VR headset / desktop 

monitor 

Presence, knowledge gain Presence predicted knowledge gain; 

higher knowledge gain about water 

movement with VR headset; no effect 
about salinity 

Aoki et al. 

(2008) [16] 

Point at targets and 

navigate in a simulated 

space station 

VR setup: 3-DOF head-tracked 

VR headset with gamepad / 17” 

desktop monitor with gamepad / 
17” desktop monitor with 

keyboard and integrated touchpad 

Time to point from destination 

to start and from start to 

different destinations, egress 
time 

Lower time to point with VR headset; 

no effect on egress time 

Johnsen & 
Lok (2008) 

[17] 

Interact with two virtual 
patients to train in 

communication skills 

VR setup: 6-DOF head-tracked 
VR headset/ large-screen 

projection display 

Quality of the simulated 
patient, presence, self-

evaluation ratings, 

performance grades given by 
an expert 

Higher self-evaluation ratings about 
use of empathy with VR headset; 

correlation between performance 

grades and self-evaluation ratings 
about use of empathy only with large-

screen projected display 

Limniou et 

al. (2008) 
[18] 

Study molecule 

structure and chemical 
reactions 

VR setup: 4-screen CAVE / 

single projected screen 

Knowledge gain Higher knowledge gain with CAVE 

Sowndara-

rajan et al. 
(2008) [19] 

Train in a simple and a 

complex procedure 
(moving virtual objects 

from a location to 

another) 

VR setup: laptop monitor / 2-

screen projection display 

Procedure completion time, 

number of errors 

Less time and less errors with 2-

screen projection display on complex 
procedure; no effect on simple 

procedure 

Ragan et al. 

(2010) [20] 

Train in a procedure 

(moving virtual objects 

from a location to 
another), recall 

procedure in the 

assessment environment 

Software FOV: matched / 

unmatched; FOV: 60°/ 180°; 

FOR: 1 screen / 3 screens; 
assessment environment: virtual / 

physical 

Time to complete procedure in 

assessment environment, 

number of errors in assessment 
environment 

No effect of assessment environment; 

less time and errors for matched 

software FOV, high FOV, and high 
FOR 

Fassbender 
et al. (2012) 

[21] 

Attend a virtual history 
lesson 

VR setup: 3-monitor setting / 
larger curved screen; background 

music: yes / no 

Knowledge gain Overall higher knowledge gain with 
3-monitor setting; interaction between 

VR setup and background music; 

higher knowledge gain with larger 
curved screen if there was music (only 

in the second half of the lesson) 
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III. TRAINING WITH THE VIRTUAL INSTRUCTOR 

The VE used in the study is meant for trainees who want to 

learn some aircraft emergency procedures that can be 

performed by flight attendants as well as passengers. More 

specifically, the VE teaches trainees how to open six different 

types of overwing exits in the event of an emergency 

evacuation, which can be initiated after an accident (e.g., a 

water landing) or incident (e.g., a fault causing smoke in the 

cabin). The six exits represent those in use in the following 

aircraft types: Airbus A320, Boeing 737-800, Bombardier 

CRJ200, Bombardier CRJ900, Embraer ERJ145, and Embraer 

E190. The position of the trainees in the VE is on the aircraft 

seat closest to the considered exit (Fig. 1–3). Since flight 

attendants are responsible of instructing passengers seated on 

the exit rows of commercial flights about how to open overwing 

exits, we have dressed the virtual instructor in our VE in a flight 

attendant uniform. In a previous study that compared different 

VR setups for aviation safety training [29], we presented 

trainees with a VR reproduction of a real emergency scenario. 

While such approach was effective for learning [29], it might 

be scary for some trainees in the general public, so the present 

TABLE I 

(CONTINUED) 

Reference Tasks Conditions Measures Main Findings 

Laha et al. 

(2012) [22] 

Analyze volume data 

visualizations of 
tomography datasets 

(search and description 

tasks of different 
complexity) 

Head tracking: 6-DOF on / off; 

stereoscopy: on / off; FOR: 4 
screens / 1 screen 

Performance (task correctness, 

time to complete tasks), 
subjective measures 

(perceived difficulty, 

confidence in task correctness) 

Overall better performance with 6-

DOF on, stereoscopy on, and 4 
screens; different effects of different 

combinations of features for different 

tasks 

Bacim et al. 

(2013) [23] 

Search for intersections, 

follow paths, identify 
connections, compare 

lengths in mathematical 

graphs 

VR setup: 4-screen CAVE with 

stereoscopy and 6-DOF head 
tracking / one screen with no 

stereoscopy and no head tracking 

Performance (task correctness, 

time to complete task) 

Better performance using 4-screen 

CAVE with stereoscopy and 6-DOF 
head tracking 

Ragan et al. 
(2013) [24] 

Count interconnecting 
tubes in virtual 

underground cave 

structures 

Head tracking: 6-DOF on / off; 
stereoscopy: on / off; FOR: 1 

screen / 4 screens 

Number of errors, time to 
complete task 

Less errors with higher FOR or head 
tracking on; less time with 

stereoscopy and head tracking on 

Laha et al. 

(2014) [25] 

Search for features, 

recognize patterns, 

judge positions and 
orientations, estimate 

properties, describe 

shapes in volume data 
visualizations of 

tomography scans 

Head tracking: 6-DOF on / off; 

stereoscopy: on / off; FOR: 1 

screen / 4 screens 

Performance (task correctness, 

time to complete tasks), 

subjective measures 
(perceived difficulty, 

confidence in task correctness) 

Different effects of different 

combinations of features for different 

tasks 

Ragan et al. 
(2015) [26] 

Search for targets in 
virtual city streets 

following a given 

scanning strategy 

FOV: 35.81° / 80.44° / 120.41°; 
scenario complexity: three levels 

with different number of objects 

and different detail of textures 

Detection performance 
(percentage of correct 

identifications, percentage of 

false-positive identifications) 
in training and in assessment, 

adherence to given scanning 

strategy (scores given by three 
raters following given rules) 

Better detection performance in 
training for higher FOV; no effect in 

assessment 

Shewaga et 

al. (2017) 

[27] 

Train in the preparation 

for performing an 

epidural procedure 

Room-scale tracking: on / off Knowledge, satisfaction, 

usability, engagement 

Higher satisfaction (only for overall 

reaction subscale) and higher 

engagement (only for immersion 
subscale) with room-scale tracking 

Silva et al. 

(2017) [28] 

Learn about human cell 

biology by playing a 
game 

VR setup: VR headset / tablet Engagement Results suggest higher engagement 

with the VR headset, but no statistical 
analysis was carried out 

Buttussi & 

Chittaro 

(2018) [29] 

Learn how to evacuate 

from an aircraft by 

playing a game 

VR setup: desktop monitor / VR 

headset with narrow FOV and 3-

DOF tracking / VR headset with 
wide FOV and 6-DOF tracking 

Knowledge gain, retention, 

self-efficacy, engagement, 

presence 

Higher engagement and presence with 

VR headset with wide FOV and 6-

DOF tracking; no effect on knowledge 
gain, retention, and self-efficacy 

Aeckersberg 

et al. (2019) 

[30] 

Train in an endovascular 

procedure 

Training method: conventional 

learning through a video podcast / 

VR setup with tablet visualization 

and touchscreen interaction / VR 

setup with tablet visualization and 
physical endovascular tool 

interaction 

Skill performance for each 

step of the procedure, interest 

in taught topics, self-efficacy 

Increased interest in taught topics 

when using tablet visualization and 

physical endovascular tool interaction; 

higher self-efficacy with tablet 

visualization and physical 
endovascular tool interaction rather 

than the other methods; differences in 

skill performance limited to two steps 

Makransky 

et al. (2019) 

[31] 

Attend a virtual biology 

lesson including a lab 

simulation with a virtual 
instructor 

VR setup: VR headset / desktop 

monitor 

Knowledge gain, presence, 

self-evaluation ratings about 

learning, satisfaction, 
cognitive load 

Higher presence and cognitive load 

with VR headset, higher knowledge 

gain with desktop monitor 
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study evaluates a different approach. More precisely, the VE in 

this study reproduces a safe and calm training scenario, where 

the virtual instructor is on a seat placed in front of the trainee 

(Fig. 1–3), demonstrates the procedure on an overwing exit, and 

provides trainees with feedback as described in the following. 

The virtual instructor is able to teach six lessons, one for each 

overwing exit type. Each lesson is organized in four phases: 

1) Introduction. The virtual instructor tells the trainees to 

which aircraft type the overwing exit belongs, and that they 

should be able to open it in case of evacuation. 

2) Demonstration. The virtual instructor verbally describes 

the sequence of steps to open the overwing exit as it 

demonstrates them on the exit on its left (Fig. 1). For five 

of the six aircraft types, the procedure is made of six steps. 

Although the details vary with the aircraft type, the six 

steps follow this sequence: i) check the external conditions 

by looking through the exit window to be sure there is no 

fire or other danger outside, ii) remove the cover that 

protects the top handle (the position and type of the top 

handle as well as the type of the cover varies with the 

aircraft), iii) firmly hold the bottom handle (the position 

and type of the bottom handle varies with the aircraft), iv) 

push or pull the top handle to unlock the exit (the push or 

pull direction varies with the aircraft), v) lift and pull the 

hatch inside the cabin to open the exit, vi) toss the hatch 

outside the aircraft. For example, in the case of the Airbus 

A320, shown in Fig. 1, the top handle must be pulled down 

to unlock the exit. Only in the case of the Boeing 737-800, 

the procedure is made of three steps: i) check the external 

conditions by looking through the exit window to be sure 

there is no fire or other danger outside, ii) remove the cover 

that protects the handle near the top of the exit, iii) pull 

down the handle so that the exit automatically opens. At 

the end of the demonstration, trainees can choose to watch 

it again or proceed to the practice phase. 

3) Practice. The virtual instructor invites trainees to perform 

the steps of the procedure on the overwing exit at their right 

(Fig. 2), and monitors their actions (movements of tracked 

controllers in the VR headset version or interaction with 

the touchscreen in the smartphone version). The training 

experience focuses on procedural knowledge rather than 

mastering motor skills (which would require using a 

physical door), so the virtual instructor evaluates the 

correctness of each step considering if trainees interacted 

with the correct part of the exit and remembered the correct 

direction of movement. Following Plass et al. [10], the 

virtual trainer supports trainees’ motivation by allowing 

them to fail gracefully and by providing them with adaptive 

help, so that they can try again and learn from their 

mistakes. More precisely, after each attempt to complete a 

step, the virtual instructor provides trainees with feedback 

adapted to the number of attempts for that step. If trainees 

complete a step correctly, the virtual instructor provides 

them with positive feedback (e.g., saying “Good!”). If 

trainees fail at their first attempt, the virtual instructor says 

only that they are not interacting with the current door part 

correctly (e.g., “you are not acting on the handle as you 

should”), so that they can try again to perform the correct 

action on their own. If trainees fail at the second attempt, 

the virtual trainer recalls the correct action to perform (e.g., 

“you should unlock the exit by pulling the top handle”). If 

trainees fail at subsequent attempts, the virtual trainer 

describes in detail the action to perform (e.g., “pull the top 

handle towards the bottom to unlock the exit”). In addition, 

if the trainees remain inactive for 30 seconds after the 

beginning of a new step, the virtual trainer explains them 

how to interact with the VE in that step (e.g., “drag the 

handle in the correct direction”) without providing hints on 

the specific exit part or direction of movement. 

 
Fig. 1.  Demonstration phase. The virtual instructor is demonstrating the 

procedure on an overwing exit. Trainees are sitting in front of the trainer and 

there is a second overwing exit of the same type on their right. 

  

 
Fig. 3.  Final feedback phase. This screenshot is taken from the smartphone 

version: trainees slide a finger on the semi-transparent blue area at the bottom 

left to rotate the camera, and touch the buttons to select options. The user 
interface used the participants’ native language (Italian). The figure translates 

it into English for reader’s convenience. 

  

 
Fig. 2.  Practice phase. Trainees perform the procedure on the overwing exit 

on their right. This screenshot is taken from the VR headset version in which 
trainees used tracked controllers. 
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4) Final feedback. Once the practice phase concludes, the 

virtual instructor gives a verbal feedback about the entire 

phase. If trainees have made errors, the virtual instructor 

tells them that they have made some errors and suggests 

them to practice more. If trainees have made no errors, the 

final feedback takes into account how fast they performed 

the procedure, because in some aircraft evacuations the 

cabin can become quickly unsurvivable due to smoke, fire 

or water. For each procedure, we set a time threshold 

considering the time required to perform all the steps 

correctly and without hesitations. If trainees have taken 

more time than the time threshold for the considered 

procedure, the virtual trainer tells them that they should 

open the exit faster and invites them to practice more. If 

trainees have completed the practice phase correctly and 

within the time threshold, the virtual trainer tells them that 

they successfully completed practice. Regardless of the 

outcome, trainees can choose to try the procedure again or 

conclude the lesson (Fig. 3). 

The spoken sentences were recorded in the native language 

of the study participants (Italian). The English translations in 

this paper are provided for reader’s convenience. We built two 

versions of the VE interface, one for the VR headset and one 

for the smartphone. The VE was thus the same except for the 

way users interacted with it. More precisely, in the VR headset 

version, trainees control the viewpoint by moving their head 

(the VR headset had 6-DOF head tracking), while in the 

smartphone version, trainees rotate the viewpoint by sliding 

their finger inside a semi-transparent blue area at the bottom left 

of the interface (Fig. 3). Considering the practice phase, in the 

VR headset version, trainees perform the required actions by 

moving their head in the first step and the tracked controllers in 

all the other steps (Fig. 2). Grasping (e.g., to hold or drag a 

handle) is activated by pressing the trigger button on the 

controller. In the smartphone version, trainees perform the 

actions by touching the object on the screen (e.g., to hold the 

handle) or sliding their finger on it (e.g., to remove the cover). 

Finally, when trainees need to select among options, in the VR 

headset version, they can press virtual buttons on the controller 

trackpad, while in the smartphone version they can touch 

buttons on the screen (Fig. 3). The virtual trainer behaves 

identically in the two versions of the VE, and uses the same 

sentences except for those that explain how to interact with the 

VE (e.g., “move the head to check for danger” in the VR 

headset version and “touch the part that allows you to check for 

danger” in the smartphone version). To make trainees familiar 

with the interaction before using the VE with the virtual 

instructor, we added an initial tutorial VE (see Section IV D). 

IV. USER STUDY 

We conducted a between-groups study with three conditions: 

the VR Headset (VH) group tried the VE using a VR headset 

and its tracked hand controllers (immersive VR), the 

Smartphone (SP) group tried the VE using a smartphone and its 

touchscreen (non-immersive VR), and the Printed Materials 

(PM) group used instead the safety cards. The first two 

conditions represent two VR setups increasingly used for 

training, the third is the traditional method provided to all 

passengers in commercial aviation. 

We formulated the following hypotheses for the study: 

1) Engagement should be higher with the two VR setups than 

printed materials. This would be consistent with studies 

that compared either VR headsets or smartphones with 

safety cards in training [39]–[41]. Moreover, engagement 

might be higher in the VH group than SP group as 

suggested by studies that compared immersive and non-

immersive VR setups [29], [42]. It is worth noting that both 

previous studies [29], [42] concerned games and did not 

consider a VR setup based on a smartphone. Our study thus 

aims at possibly extending results to lessons with a virtual 

instructor, and comparing a VR headset with a smartphone. 

2) Presence in the VE should be higher in the VH group than 

SP group as suggested by previous studies comparing 

immersive and non-immersive VR setups [29], [42], [43]. 

The study aims at possibly extending results as described 

for engagement. 

3) Usability should be higher with the two VR setups than the 

printed materials because there are well known issues in 

the comprehension of safety cards [33], [44]. Moreover, 

usability might be higher in the SP group than VH group 

because of widespread familiarity with smartphones and 

possible unfamiliarity of trainees with VR headsets and 

tracked controllers. 

Regarding satisfaction, this is an exploratory study, because 

the previous studies that compared satisfaction between two VR 

setups for training did not find a significant difference in this 

measure [31] or found a significant difference only in one 

subscale [27]. Regarding knowledge gain and retention, this is 

an exploratory study because a study that compared VR with 

safety cards found VR to be superior for knowledge gain [41], 

while another one did not find a difference in knowledge gain 

but in knowledge retention [39]. Moreover, as described in 

Section II, VR setups offering more immersive visualization 

and more natural interaction features had positive effects on 

knowledge gain only in some of the studies, and none of them 

compared a VR headset with a smartphone for procedural 

training. Finally, this is an exploratory study with respect to 

confidence, on which results of previous studies varied with the 

tasks [14], [22], [25]. 

A. Materials 

The VE with the virtual instructor was implemented in Unity 

5.5. The VH group used the VE with an HTC Vive VR headset 

and its two tracked hand controllers. The VR headset was 

connected to a PC equipped with an Intel i7 processor, 16 GB 

RAM, and a NVidia GTX 980 graphic card. Audio was 

delivered through Sennheiser HD 215 closed earphones. The SP 

group tried the VE with a ZTE Axon 7 smartphone equipped 

with a 5.5-inch touchscreen. Audio was delivered through the 

built-in speakers of the smartphone. The PM group used six A4-

sized, color-printed safety cards, one for each of the six 

overwing exits considered in the VE. The safety cards 

contained a pictorial for each step of the procedures described 

in Section III. Each pictorial showed the virtual instructor 

performing the step and red arrows to indicate the action to 
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perform. To minimize graphic presentation differences with 

respect to VR conditions, pictorials were created by using the 

same computer-generated graphics of the VE. 

B. Participants 

The study involved a sample of 72 participants (40 male, 32 

female), who were volunteers recruited through personal 

contact. Their age ranged from 18 to 28 (M = 21.88, SD = 1.88). 

All participants owned a smartphone and were able to use 

mobile applications. We asked them to rate their frequency of 

use of mobile applications with 3D graphics (e.g., games) on a 

7-point scale (1 = never, 2 = less than once a month, 3 = about 

once a month, 4 = several times a month, 5 = several times a 

week, 6 = every day for less than an hour, 7 = every day for 

more than an hour). Answers ranged from 1 to 6 (median = 2; 

33 participants never used mobile applications with 3D 

graphics, 15 used them less than once a month, 5 used them 

about once a month, 9 used them several times a month, 8 used 

them several times a week, and 2 used them every day for less 

than an hour). No participant owned a VR headset, and number 

of times of previous use of VR headsets ranged from 0 to 4 (M 

= 0.49, SD = 0.90). We assessed participants’ differences in 

frequency of air travel by asking them to count their number of 

flights in the last two years, as in [33]. Each flight had to be 

counted individually (e.g., a round trip from airport A to airport 

C via a connection through airport B results in four flights). 

Answers ranged from 0 to 15 (M=3.60, SD=3.72). Finally, we 

used the 32-items Flight Anxiety Situations questionnaire 

(FAS) developed by [45] to assess participants’ anxiety in 

flight-related situations, which might affect their emotions also 

during aviation safety training. Each FAS item is rated on a 5-

point scale, ranging from 1 (no anxiety) to 5 (overwhelming 

anxiety). The FAS score is obtained by summing all item scores 

and can thus range from 32 to 160. In our sample, the FAS score 

ranged from 32 to 87 (M = 52.60, SD = 14.29). 

Participants were assigned to the three groups in such a way 

that: (i) each group had 24 participants (13M, 11F in the VH 

and SP groups; 14M, 10F in the PM group); (ii) the three groups 

were similar in terms of age (VH: M = 21.79, SD = 1.41; SP: M 

= 21.79, SD = 2.19; PM: M = 22.04, SD = 2.01), frequency of 

use of mobile applications with 3D graphics (VH, SP: median 

= 2.00; PM: median = 1.50), number of times participants used 

VR headsets (VH: M = 0.46, SD = 0.72; SP: M = 0.71, SD = 

1.20; PM: M = 0.29, SD = 0.69), number of flights (VH: M = 

3.67, SD = 4.45; SP: M = 3.50, SD = 3.60; PM: M = 3.63, SD 

= 3.16), and FAS score (VH: M = 53.42, SD = 14.60; SP: M = 

54.13, SD = 14.35; PM: M = 50.25, SD = 14.23). Each of these 

variables was submitted to a one-way ANOVA that confirmed 

the lack of statistically significant differences between groups. 

C. Measures 

1) Engagement 

To measure engagement with the VE or the safety cards, we 

used the Game Engagement Questionnaire (GEQ) proposed in 

[46], which was employed by McMahan et al. in their study 

about the effects of VR setups [42]. The GEQ includes 19 

statements and participants are asked to rate each of them on a 

3-point scale (1 = No, 2 = Sort of, 3 = Yes). Seven of the GEQ 

 
1 available at http://www.igroup.org/pq/ipq 

statements are specifically about games or playing, so we 

adapted them to make them suitable for rating the VE and the 

safety cards, by changing “game” into “tool” and “playing” into 

“using”. For example, “I really get into the game” becomes “I 

really get into using the tool”, and “I feel like I just can’t stop 

playing” becomes “I feel like I just can’t stop using it”. The 

ratings of the 19 statements were summed up to form a scale 

that could range from 19 to 57. 

 

2) Satisfaction 

To measure participants’ satisfaction with the VE or the safety 

cards, we used the seven statements about satisfaction of the 

well-known USE Questionnaire [47], which rates level of 

agreement on a 7-point Likert scale (1 = strongly disagree, 7 = 

strongly agree). The ratings to the seven statements were 

summed up to form a scale that can range from 7 to 49. 

 

3) Usability 

To measure usability of the VE and the safety cards, we 

employed the well-known System Usability Scale (SUS) [48]. 

SUS asks participants to rate their level of agreement with ten 

statements on a 5-point Likert scale (1 = strongly disagree, 5 = 

strongly agree). Results are reported as a score that can range 

from 0 to 100. 

 

4) Presence 

To measure presence with the two VR setups, we 

administered the Igroup Presence Questionnaire (IPQ)1 [49]. 

The IPQ asks participants to rate 14 items on a 7-point scale, 

ranging from 0 to 6. The questionnaire includes a general item 

related to the sense of “being there”, and three subscales for the 

following independent dimensions: spatial presence (5 items), 

involvement (4 items) and experienced realism (4 items). 

 

5) Knowledge Gain and Retention 

To measure knowledge about the overwing exit procedures, 

we showed participants a picture of each exit and we asked 

them to verbally describe in the correct sequence all the steps 

of the procedure to open the exit, possibly indicating the 

relevant parts of the picture (e.g., “Pull down the lever under 

this cover”). We recorded audio and video (focused on 

participants’ hands over the pictures). The experimenter 

reviewed the videos after the experiment and assigned one of 

the following codes to each step that belonged to the considered 

procedure: i) “Correct”, if participants described that step 

correctly and completely, ii) “Incomplete”, if participants 

described that step correctly, but incompletely, e.g., participants 

said to pull a lever, but they did not specify in which direction, 

iii) “Partially wrong”, if participants described that step, but it 

was partially wrong, e.g., participants correctly said to pull a 

lever, but in a wrong direction, or iv) “Omitted”, if participants 

did not mention that step. By summing up all the steps with the 

same code in all procedures, we obtained four measures, 

respectively called correct steps, incomplete steps, partially 

wrong steps, and omitted steps. Each of these measures can thus 

range from 0 to the total number of steps in the six procedures, 

which is 33 (5 procedures have 6 steps, and one procedure has 

3 steps). In addition, the experimenter counted possible 
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misplaced steps: each correct, incomplete or partially wrong 

step described by participants, was considered misplaced if it 

was described before (respectively after) at least one step that 

should have preceded (respectively followed) the considered 

step. For example, if participants described all the six expected 

steps of a procedure in the correct order, except for step 3 and 

4 that were swapped, then the number of misplaced steps is 2 

for that procedure. Finally, we defined completely wrong steps 

as the total number of described steps that should not have 

appeared in the procedure at all, e.g., if participants said to hold 

the bottom handle of the overwing exit and pull the hatch inside 

the cabin in the three-steps procedure, then completely wrong 

steps is 2 for that procedure. To assess knowledge gain as well 

as retention, we asked participants to take the knowledge test 

twice: immediately after using the VE or the safety cards (post-

test), and two weeks later (retention-test). 

 

6) Confidence 

To measure participants’ confidence in performing the 

procedures, we took inspiration from the methods used in [14], 

[22], [25]. More precisely, after each step mentioned by 

participants, we asked them to rate their level of confidence in 

that specific step on a 5-point scale (1 = not sure, 5 = certain). 

After each procedure, we also asked participants to rate their 

overall level of confidence in that procedure on the same scale. 

We calculated a step confidence measure as the average of the 

confidence levels for all the steps that participants remembered 

correctly, and procedure confidence as the average of the 

overall levels of confidence for all procedures. Confidence was 

calculated at post-test as well as retention-test. 

D. Procedure 

Participants were told that we were testing a tool that 

illustrates how to open the overwing exits of different aircraft 

types. Written consent for participation and for recording 

answers to the knowledge test and a final interview was 

obtained from participants. Participants were also informed that 

they were going to be contacted again two weeks later for 

additional questions (without specifying what those further 

questions were going to concern), and that they could refrain 

from continuing their participation at any time, without 

providing a reason to the experimenter. Then, participants filled 

a demographic questionnaire (gender, age, frequency of use of 

mobile applications with 3D graphics, ownership of a VR 

headset, number of times they used a VR headset, number of 

flights in the last two years), as well as the FAS questionnaire. 

Participants in the VH group were helped to wear the VR 

headset and adjust it until they could see well and felt 

comfortable. Participants in the VH and SP group were 

informed about the controls to interact with the VE by means of 

a tutorial. The tutorial used a VE that contained only a red 

sphere, a blue cylinder, and a green cube, placed respectively 

on the right, on the left, and in front of the participants’ initial 

position in the VE. After explaining participants about how to 

look around in the VE by using the hardware available to them, 

the experimenter invited them to look at the red sphere, grasp 

the blue cylinder, and move the green cube. If participants 

understood the controls, they were invited to press a button to 

exit the tutorial. Otherwise, they could press another button to 

restart the tutorial until they felt familiar with the controls. 

 Then, participants used the VE or the safety cards to learn the 

six exit opening procedures. All participants studied the 

procedures in the same order. The experimenter told them that 

they could spend how much time they liked on each procedure, 

but once they started a new procedure they could not go back to 

previous ones. More precisely, in the VH and SP group, 

participants could repeat the demonstration phase as many 

times as they wanted, then they started the practice phase and 

could repeat it as many times as they wanted or go the next exit. 

To keep conditions similar, participants in the PM group 

received the safety cards one at a time, and they had to give 

back the currently examined card to the experimenter in order 

to receive the next one. While forcing the same amount of time 

of tool use in all conditions would have helped in comparing 

knowledge gain in a laboratory setting, we took the decision to 

allow participants to spend how much time they liked for the 

ecological validity of the study. In particular, forcing a 

predefined amount of time with safety cards would have made 

it more difficult to generalize results to the real-world setting, 

where people are left free to examine the safety card, and many 

persons actually do not pay due attention to it [32]. 

After the experimental condition, all participants filled the 

engagement, satisfaction, and usability questionnaires. 

Participants using the VR setups also filled the presence 

questionnaire. Then, all participants took the knowledge test 

including their level of confidence as described in Section 

IV.C.5 and IV.C.6. In the knowledge test, the overwing exits 

were shown to participants in the order they had studied them. 

Finally, the experimenter briefly interviewed participants, 

asking them about the VE or the safety cards: what they liked 

or disliked, what they found difficult, and what they would 

possibly change. Two weeks later, knowledge retention and 

confidence were re-assessed by having participants take the 

knowledge test again. 

V. RESULTS 

Table II reports mean and standard deviation of all measures 

for each group. For measures assessed only at post-test 

(engagement, satisfaction, usability, and presence), we 

analyzed the results using a between-subjects one-way 

ANOVA. For measures assessed at post-test and retention-test 

(knowledge and confidence), we analyzed the results using a 3 

x 2 mixed design ANOVA, in which group served as the 

between-subjects variable, and measurement instant served as 

the within-subjects variable. The significance level was set at 

0.05. Effect sizes are reported as partial eta squared (ηp
2). In 

case of a statistically significant effect of group, we proceeded 

with pairwise comparisons using Bonferroni. Following [50], 

in case of a statistically significant interaction between group 

and measurement instant, we analyzed each simple effect using 

Bonferroni correction, considering the effects of measurement 

instant separately for each group and the effects of group 

separately at each measurement instant. 

A. Engagement 

For engagement (Fig. 4a), the analysis revealed a statistically 

significant difference, F(2, 69) = 7.10, p < 0.005, ηp
2 = 0.17. 

Pairwise comparisons revealed two statistically significant 

differences: between the VH and PM groups, p < 0.005, and 
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between the VH and SP groups, p < 0.01. The difference 

between the SP group and PM group did not reach significance. 

B. Satisfaction 

For satisfaction (Fig. 4b), the analysis revealed a statistically 

significant difference, F(2, 69) = 10.64, p < 0.001, ηp
2 = 0.24. 

Pairwise comparisons revealed two statistically significant 

differences: between the VH and PM groups, p < 0.001, and 

between the VH and SP groups, p < 0.005. The difference 

between the SP group and PM group did not reach significance. 

C. Usability 

For usability (Fig. 4c), the analysis revealed a statistically 

significant difference, F(2, 69) = 4.59, p < 0.05, ηp
2 = 0.12. 

Pairwise comparisons revealed that the difference between the 

VH group and PM group was statistically significant, p < 0.05. 

The differences between the VH group and SP group and 

between the SP group and PM group did not reach significance. 

D. Presence 

For presence (Fig. 5), the analysis revealed statistically 

significant differences between the two VR setups in  IPQ total 

score, F(1, 46) = 22.44, p < 0.001, ηp
2 = 0.33, in the general 

item about the sense of “being there”, F(1, 46) = 26.19, p < 

0.001, ηp
2 = 0.36, in spatial presence, F(1, 46) = 19.24, p < 

0.001, ηp
2 = 0.30, and in involvement, F(1, 46) = 16.19, p < 

0.001, ηp
2 = 0.26. In the experienced realism subscale, the 

difference between the two groups did not reach significance. 

E. Knowledge Gain and Retention 

One participant had to be excluded from analysis of 

knowledge gain and retention because her retention-test video 

was missing due to a technical issue. The analyses were thus 

conducted on the remaining 71 participants. 

Considering correct steps (Fig. 6a), the analysis revealed a 

main effect of group, F(2, 68) = 36.63, p < 0.001, ηp
2 = 0.52, no 

main effect of measurement instant, and no interaction. 

Pairwise comparisons revealed that the differences in correct 

steps between VH and PM as well as between SP and PM were 

statistically significant (p < 0.001 for both), while the difference 

between VH and SP was not statistically significant. 

No significant main effect or interaction was found for 

incomplete steps (Fig. 6b). 

Considering partially wrong steps (Fig. 7a), the analysis 

revealed a main effect of group, F(2, 68) = 4.78, p < 0.05, ηp
2 = 

0.12, no main effect of measurement instant, and no interaction. 

Pairwise comparisons revealed that the difference in partially 

wrong steps between VH and PM was statistically significant 

(p = 0.01), while the differences between SP and PM as well as 

between VH and SP were not statistically significant. 

Considering omitted steps (Fig. 7b), the analysis revealed a 

main effect of group, F(2, 68) = 37.01, p < 0.001, ηp
2 = 0.52, no 

main effect of measurement instant, and no interaction. 

Pairwise comparisons revealed that the differences in omitted 

steps between VH and PM as well as between SP and PM were 

statistically significant (p < 0.001 for both), and the difference 

between VH and SP was statistically significant (p < 0.005). 

 
Fig. 4.  Means of a) engagement, b) satisfaction, and c) usability. Capped 
vertical bars indicate ± SE. 
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Fig. 5.  Means of presence. Capped vertical bars indicate ± SE. 
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TABLE II 

MEAN AND STANDARD DEVIATION OF ALL MEASURES FOR EACH GROUP 

Measure 
PM SP VH 

M SD M SD M SD 

Engagement 32.00  6.63 32.04  4.31 36.96 4.46 

Satisfaction 27.92  9.90 30.54 8.27 38.33  5.68 

Usability 70.42 17.30 72.71 11.44 81.46 10.11 

Presence       

IPQ total score   2.54 0.91 3.76 1.08 

Being there   2.71 1.73 4.92 1.21 

Spatial   2.73 1.37 4.26 1.03 

Involvement   2.38 1.14 3.78 1.28 

Experienced realism   2.44 0.80 2.84 1.20 

Knowledge gain       

Correct steps 17.43 4.78 27.79 2.92 25.88 4.05 

Incomplete steps 1.17 2.08 0.71 1.76 0.58 1.18 

Partially wrong steps 3.57 2.50 2.67 1.52 1.88 1.15 

Omitted steps 10.83 4.15 1.83 2.22 4.67 4.02 

Misplaced steps 4.78 2.68 1.00 1.87 0.83 1.55 

Completely wrong steps 3.30 2.53 1.33 2.06 1.42 1.38 

Knowledge retention       

Correct steps 18.52 5.67 27.75 3.39 24.58 5.24 

Incomplete steps 1.17 2.08 1.08 2.15 0.54 1.64 

Partially wrong steps 2.30 1.33 2.42 1.74 1.88 1.26 

Omitted steps 11.00 5.58 1.75 2.15 6.00 4.29 

Misplaced steps 5.30 3.70 1.83 3.12 3.25 3.17 

Completely wrong steps 2.74 1.94 1.13 1.33 1.67 1.55 

Confidence       

Step - Post-test 4.02 0.47 4.58 0.35 4.52 0.44 

Procedure - Post-test 3.38 0.60 4.03 0.58 3.88 0.60 

Step - Retention-test 4.05 0.64 4.36 0.48 4.44 0.58 

Procedure - Retention-test 3.51  0.69 3.73  0.64 3.87  0.78 
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Considering misplaced steps (Fig. 8a), the analysis revealed a 

main effect of group, F(2, 68) = 17.77, p < 0.001, ηp
2 = 0.34, a 

main effect of measurement instant, F(1, 68) = 10.13, p < 0.005, 

ηp2 = 0.13, and no interaction. Pairwise comparisons revealed 

that the differences in misplaced steps between VH and PM as 

well as between SP and PM were statistically significant (p < 

0.001 for both), while the difference between VH and SP was 

not statistically significant. The main effect of measurement 

instant revealed that there was a statistically significant increase 

in misplaced steps between post-test (M = 2.17, SD = 2.74) and 

retention-test (M = 3.44, SD = 3.58). 

Considering completely wrong steps (Fig. 8b), the analysis 

revealed a main effect of group, F(2, 68) = 8.06, p = 0.001, ηp
2 

= 0.19, no main effect of measurement instant, and no 

interaction. Pairwise comparisons revealed that the difference 

in completely wrong steps between VH and PM was 

statistically significant (p < 0.01), the difference between SP 

and PM was statistically significant (p = 0.001), and the 

difference between VH and SP was not statistically significant. 

F. Confidence 

 One participant had to be excluded from this analysis, as 

explained in the previous section. Considering step confidence 

(Fig. 9a), the analysis revealed a main effect of group, F(2, 68) 

= 7.24, p = 0.001, ηp
2 = 0.18, no main effect of measurement 

instant, and no interaction. Pairwise comparisons revealed 

statistically significant differences between VH and PM (p < 

0.005) and between SP and PM (p < 0.01), while the difference 

between VH and SP was not statistically significant. 

Considering procedure confidence (Fig. 9b), the analysis 

revealed a main effect of group, F(2, 68) = 4.23, p < 0.05, ηp
2 = 

0.11, no main effect of measurement instant, and an interaction 

between group and measurement instant, F(2, 68) = 3.15, p < 

0.05, ηp
2 = 0.09. Pairwise comparisons revealed that the 

differences between VH and PM as well as between SP and PM 

were statistically significant (p < 0.05 for both), while the 

difference between VH and SP was not. The analysis of simple 

main effects revealed that in the SP group, the difference 

between post-test and retention-test was significant (p < 0.05), 

while in the other two groups it was not. There were statistically 

significant differences between VH and PM (p < 0.05) as well 

as between SP and PM (p < 0.005) at post-test, and no 

statistically significant difference between the three groups at 

retention-test. 

VI. DISCUSSION 

Results confirmed that a VR setup can be more engaging than 

printed materials for procedural safety training, but the 

difference in engagement was statistically significant only 

between the VR headset and the safety cards, not between the 

smartphone and the safety cards. This extends the results of [39] 

where an immersive training game on a VR headset was 

compared with a safety card and found to be more engaging. In 

the present study, we found that an immersive VE on a VR 

headset is more engaging than safety cards even when it is not 

a game, but a series of lessons with a virtual instructor. A 

training game for smartphones was found to be more engaging 

than a safety card in [40], while the lessons with the virtual 

instructor in the present study were not significantly more 

engaging than safety cards when they were experienced on a 

smartphone. These results might suggest that a training VE 

experienced on a VR headset could be more engaging than 

safety cards, regardless of the inclusion of gaming content, 

while a non-game VE on a smartphone might not be enough to 

get a significant advantage in engagement over safety cards. 

Additional studies are needed to identify which features of VR 

training content (e.g., gamification aspects) can make it more 

 
Fig. 8.  Means of a) misplaced steps, b) completely wrong steps at post-test and 

retention-test. Capped vertical bars indicate ± SE. 
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Fig. 6.  Means of a) correct steps, b) incomplete steps at post-test and retention-

test. Capped vertical bars indicate ± SE. 
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Fig. 7.  Means of a) partially wrong steps, b) omitted steps at post-test and 

retention-test. Capped vertical bars indicate ± SE. 
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Fig. 9.  Means of a) step confidence, b) procedure confidence at post-test and 

retention-test. Capped vertical bars indicate ± SE. 
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engaging than printed materials even when VR is delivered by 

a smartphone. Considering the comparison between VR setups, 

results confirmed our hypothesis that the immersive setup was 

significantly more engaging than the non-immersive setup with 

the same content. This result is consistent with [29] and [42], 

where respectively a serious game and an entertainment game 

were found to be more engaging with an immersive rather than 

non-immersive VR setup. Our study extends previous ones 

confirming such difference in engagement when the non-

immersive VR setup is a smartphone and when the content is 

not a game, but lessons with a virtual instructor. The present 

study also investigated trainees’ satisfaction and the results 

were consistent with those for engagement. Participants who 

tried the VE on the VR headset were more satisfied than those 

who tried the safety cards and those who tried the VE on the 

smartphone, while no significant difference in satisfaction was 

found between the safety cards and the smartphone. Pearson 

correlation between engagement and satisfaction revealed a 

medium and statistically significant correlation, r = 0.32, p < 

0.01. The more participants were engaged, the more they were 

satisfied. The high satisfaction scores received by the VR 

headset may also be partly due to participants’ low familiarity 

with VR headsets, which could have biased participants in 

perceiving this VR setup as a futuristic and exciting technology. 

Regarding usability, the safety cards score was the lowest as 

expected, but the difference was statistically significant only in 

the comparison with VR headset, which obtained the highest 

usability score. On the contrary, the difference in usability 

between the smartphone and the safety cards did not reach 

significance. Although all participants were regular smartphone 

users, and none of them regularly used (or had ever used) a VR 

headset, the smartphone was surprisingly no better than the VR 

headset in terms of usability. This can be possibly due to the 

interaction features offered by the VR headset: regardless of the 

fact that participants were not familiar with tracked controllers, 

the natural gestures to perform the procedure might have been 

perceived as easier to learn and perform than the more familiar 

touch and slide gestures on the smartphone touchscreen. Further 

studies comparing different interaction features in VR setups 

are needed to support this hypothesis. 

Confirming previous studies that compared an immersive 

and a non-immersive VR setup [29], [42], [43], presence was 

significantly higher with the immersive one. The present study 

extends previous results by including a smartphone as the non-

immersive VR setup, and considering lessons with a virtual 

instructor instead of a game. The immersive setup (VR headset) 

obtained significantly higher scores than the non-immersive 

one (smartphone) for the overall scale, for the general item 

related to the sense of “being there”, as well as for spatial 

presence and involvement. No statistically significant 

difference was found for experienced realism, probably because 

the two VR setups used the same VE. 

Regarding knowledge gain and retention, printed materials 

were worse than both VR setups because participants who used 

safety cards correctly remembered a significantly smaller 

number of steps. Safety cards led to more partially wrong steps 

than the VR headset and to more omitted, misplaced, and 

completely wrong steps than both VR setups. Incomplete steps 

was the only measure for which there was no statistically 

significant difference. The lack of interaction between group 

and measurement instant for all knowledge measures indicates 

that the effect of group overall concerned both post-test and 

retention-test. In previous studies, a serious game on a VR 

headset was better than a safety card at (1-week) retention-test 

and not at post-test in [39], while another study [41] showed 

that non-immersive VR on a smartphone was better than safety 

cards in terms of errors made by participants when they 

performed procedures in the real world immediately after 

training (retention was not assessed). The present study extends 

previous results showing that both immersive and non-

immersive VR setups result in better knowledge gain as well as 

retention than safety cards. 

Comparing the two VR setups, we found no statistically 

significant difference for most of the knowledge gain and 

retention measures, with the interesting exception of omitted 

steps, which were higher for participants who tried the VR 

headset. Analyzing this result in more detail, we observed that 

this higher value in the VH group was due to omissions in a 

specific step (the 5th) of the six-steps procedures. In the 5th 

step, the door hatch should be lifted and pulled inside the cabin 

to open the exit. The step was performed very easily with the 

VR headset because, after unlocking the exit (4th step), 

participants had just to move slightly their hands toward 

themselves to pull the hatch inside, so some participants might 

have probably lumped the two steps into a single one in their 

mental model of the procedure. On the contrary, participants 

using the smartphone had to perform a clearly distinct slide 

gesture to pull the hatch inside the cabin, and this could have 

helped to distinguish and remember the step. A previous study 

of procedural safety training [29] contrasted two types of VR 

headsets and a desktop monitor, finding a general lack of 

differences in knowledge gain and retention among them. The 

present study confirms and extends those findings by 

contrasting VR headset and smartphone. On the contrary, VR 

setups offering more immersive visualization features led to 

better performance in a study where participants had to apply a 

visual scanning strategy [26], and in a study about a procedure 

that consisted in moving objects from a location to another [20]. 

It is worth noting that in another study where the procedure 

consisted in moving objects between two locations, the 

difference between two VR setups (laptop monitor and 2-screen 

projection display) was significant only when the procedure 

was complex (31 steps) and not when it was simple (10 steps) 

[19]. Each procedure in the present study was short (3 steps in 

one case, 6 in the other five cases, 33 is the total number of 

steps) and some steps were the same in different procedures. 

Thus the overall knowledge taught in our VE might have been 

simpler to memorize than the 31-steps procedure for which a 

significant effect of the VR setup was found in [19]. In addition, 

unlike the above mentioned studies [19], [20], [26], our VE 

included a virtual instructor, which could have helped in the 

memorization of the procedure in both VR setups. 

It is important to note that for most knowledge gain and 

retention measures we found no significant effect of 
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measurement instant. Knowledge gained during training was 

mostly retained after two weeks. Misplaced steps was the only 

measure with a significant main effect of measurement time: 

participants misplaced a significantly greater number of steps at 

retention-test than at post-test. Previous studies showed 

significant decay over time in knowledge with safety cards [39], 

and no significant decay with immersive or non-immersive VR 

setups [29], [39]. However, lack of significant decay with the 

safety cards in the present study could be simply due to the fact 

that knowledge gain with the cards was already lower than the 

VR setups at post-test, while in [39] knowledge gain with the 

safety card was not significantly different than VR at post-test. 

Results for step confidence showed that participants who 

trained using the VR setups were significantly more confident 

in correct steps than participants who trained with the safety 

cards. No significant difference in step confidence was found 

between the two VR setups. As for most knowledge measures, 

the passing of time between post-test and retention-test did not 

significantly reduce participants’ confidence in correct steps. 

Results for procedure confidence were more articulated: on one 

hand, the main effect of group and pairwise comparisons 

showed that both VR setups were better than printed materials 

overall; on the other hand, the interaction between group and 

measurement instant and the subsequent analysis of simple 

main effects revealed that the difference in procedure 

confidence between safety cards and VR setups is significant at 

post-test, but not at retention-test, and there is a significant 

decrease in procedure confidence between post-test and 

retention-test only for the smartphone. 

In summary, both VR setups were better than printed 

materials for procedural safety training in terms of knowledge 

gain, retention, and participants’ confidence in their replies, 

while there were only minor differences in these measures 

between the two VR setups. Regarding the usability measure, 

only the VR headset was better than the safety cards in terms of 

usability, and presence was higher with the VR headset than the 

smartphone. Moreover, VR setup played an important role on 

engagement and satisfaction, with VR headset scoring better 

than both printed materials and smartphone. The study was not 

designed to identify which specific aspects of the VR headset 

(e.g., better visualization or interaction features) contributed 

more to the increase in engagement, but some hypotheses can 

be formulated by considering the framework in [10], which 

associates the different types of engagement with features of the 

learning experience in the proposed VE. For example, relevant 

feedback, dynamic assessment, visual representation of the 

information, situatedness of the learning experience, gestures 

and movement are all associated with cognitive engagement 

[10]. While the virtual instructor provided relevant feedback, 

dynamically assessed participants’ knowledge, and visually 

demonstrated the taught procedures in the same ways in the two 

VR setups, situatedness could be higher with the VR headset as 

confirmed by the higher scores for spatial presence and the 

general item related to the sense of “being there”. Moreover, the 

mapping of gestures and movements in the VE on the actual 

gestures and movements in the steps of the procedures was 

more natural using the tracked controllers, as suggested also by 

the usability scores. Therefore, these two features of the VR 

headset could have contributed to increase cognitive 

engagement with respect to the smartphone, where the 

touchscreen was used to display the VE (filling a much smaller 

part of participants’ field of view) and was able to detect only 

movements made with fingertips on the 2D screen surface. 

Considering behavioral engagement and motivation, the 

possibility for trainees to fail gracefully and the adaptive help 

provided by the virtual instructor could encourage an 

affirmative answer to the first question identified by Eccles et 

al. [11] (“Can I do this?”), regardless of the VR setup. However, 

making the natural gestures with the tracked controllers of the 

VR headset might make participants feel more able to perform 

the steps of the procedure also in the real world. User interaction 

based on tracked controllers and the possibility offered by the 

VR headset to see the steps of the procedure performed by a 

human-scale virtual instructor in a real-size aircraft might help 

trainees in answering the question “What do I need to do in 

order to succeed?”. Since these motivation-related questions 

concern participant’s self-efficacy, further studies are needed to 

assess self-efficacy and its relation with specific aspects of the 

VE and the virtual instructor to better understand the role of the 

VR setup on behavioral engagement. As described by Plass et 

al. [10], the second question is related to participants’ intrinsic 

motivation, a construct that was not assessed in the present 

study. VR setup might have played a role on affective 

engagement, because presence was higher with the VR headset 

than the smartphone, and presence can play a role on emotions 

[13]. Although the virtual instructor did not use emotion 

appeals as in [51], its tone of voice and facial expressions could 

have evoked emotions especially when it provided participants 

with feedback. Observing the facial expressions of the virtual 

instructor at human-scale using the VR headset or the same 

expressions on the scaled-down virtual instructor on the 

smartphone might have conveyed different intensities of 

emotions to participants, likely increasing affective engagement 

in participants using the VR headset. Specific studies of 

emotions conveyed by virtual instructors in different VR setups 

are needed to understand these aspects. Overall, the VR setup 

could have played a role on cognitive, behavioral, or affective 

engagement, as reflected by the higher engagement score found 

for the VR headset rather than the smartphone. 

The obtained results can support a recommendation of 

adopting a VR headset rather than a smartphone for procedural 

safety training, because the former can boost trainees' 

engagement, satisfaction, and presence. Considering financial 

implications, recent consumer VR headsets could be an 

affordable solution for most training centers, but delivering the 

same training on smartphones could be desirable to reach a 

wider number of users and for longer times, because trainees 

could use their own devices. Our study advances knowledge by 

showing that a smartphone can be similar to a VR headset (and 

better than printed materials) in terms of knowledge gain and 

retention of safety procedures, but actions should be taken to 

make the VE more engaging on the smartphone. For example, 

lessons learned from the present study guided the design of the 

instructional part of our “Air Safety World” mobile application 
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[52], which includes all the lessons about overwing exits 

considered in the present study. To reach a potentially wide 

number of users (more than a million at the moment of writing), 

we made the application publicly available on Google Play and 

Apple App Store. To boost engagement, we introduced 

gamification features, including rewards for successfully 

completing the lessons. Rewards are given as virtual coins that 

allow users to unlock mini games as well as acquire aircraft and 

create a virtual airport they can manage in the application. 

VII. CONCLUSION 

VR headsets and smartphones are receiving increasing 

attention as VR setups for training. The present study was the 

first to compare these two different VR setups in procedural 

safety training, assessing their effects on trainees' engagement, 

satisfaction, usability, presence, knowledge gain, 2-weeks 

retention, and confidence. Moreover, we compared the two VR 

setups with the traditional printed materials used for the 

considered training, confirming and extending the results about 

benefits of VR over printed materials in training. Although the 

effects of the VR headset and the smartphone were similar on 

knowledge gain, retention, and confidence, the former can be 

recommended to increase trainees' engagement, satisfaction, 

and presence. The results found in the present study could likely 

be extended to other procedures of comparable complexity in 

the same or similar safety-related domains. In particular, the use 

of immersive or non-immersive VR setups could be promising 

for other domains where safety procedures are commonly 

taught by means of printed materials that would likely have 

limitations in comprehension and engagement similar to safety 

cards [32], [33]. For example, in personal and occupational 

health and safety, printed materials are used to teach procedures 

like hand washing and other hygiene precautions, or correctly 

wearing and using protective equipment. 

Future work should compare combinations of the same VR 

headset with different ways of supporting hand interaction (e.g., 

using a gamepad, tracked hand controllers, or camera-based 

hand tracking) to investigate the specific role of interaction on 

usability and on the different types of engagement identified in 

[9]. Moreover, new user studies should concern the effects of 

VR setups on trainees’ perception of the virtual instructor to 

assess if visualizing it in human scale with the VR headset or 

scaled-down on a small screen plays a role in evoking different 

types of emotions. 
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