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ABSTRACT  

Test anxiety involves feelings of discomfort, fear, and worry, impacting students' wellbeing and academic 

performance. Virtual reality exposure (VRE) shows promise in mitigating test anxiety, but existing applications 

concern only written exams. Few VRE applications simulate one-on-one interviews with examiners, and 

applications for public speaking focus on formal presentations before an audience. This paper concerns a trial of 

a VRE application that deals with oral exams, presenting a qualitative study of a sample of undergraduate 

students who autonomously used the VRE application in their homes over three weeks. The application exposes 

students to scenarios in which a virtual examiner displays friendly, partially friendly, or unfriendly behavior while 

asking questions selected from a pool defined by the student. Participants were interviewed to investigate their 

perceptions of and experience with the application. Thematic analysis of participants’ interviews indicates that 

they perceived the VRE application as valuable not only for studying and practicing oral exams, but also for 

handling emotional aspects associated with the exam. Moreover, the application helped to increase confidence 

and awareness of preparation level among some participants. Finally, the paper describes participants’ 

suggestions emerged from the study that can be used to inform the design of this type of applications.  
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1. INTRODUCTION 

Test anxiety is characterized by subjective feelings of discomfort, fear, and worry that individuals experience 

before, during, and after an evaluative situation conducted by an external authority [1], [2]. This anxious 

emotional state can negatively affect [3] academic performance and wellbeing of students, and in severe cases 

can also lead to a social anxiety disorder. It is thus important to investigate techniques to help students cope with 

the psychological challenges of oral exams and the anxiety they elicit. In this context, virtual reality (VR) could be 

a promising solution. VR is a “computer-generated digital environment that can be experienced and interacted 

with as if that environment were real” [4]. VR can be categorized into two types: immersive VR, which isolates 

users from the real world using special hardware like head-mounted displays, and desktop VR, where the virtual 

environment is displayed on a standard computer monitor. Immersive VR fully immerses users in the virtual 

environment to a greater extent than desktop VR, which, in contrast, offers lower degree of immersion [5]. 

Virtual reality exposure therapy is increasingly used to treat various anxiety disorders (e.g., [6]) using both 

immersive and desktop VR. It involves exposing individuals to anxiety-inducing situations within a virtual 

environment over time. Through repeated exposure, individuals experience desensitization, resulting in reduced 

anxiety levels and a less fearful perception of the situation. Therefore, virtual reality exposure (VRE) applications 

for test anxiety should provide scenarios that elicit anxious responses in students to facilitate the desensitization 

process. However, the few existing VRE applications for test anxiety (i.e., TAVE [7] and the systems described in 

[8], [9]) are focused on simulating written exams, leaving a gap that concerns VRE for oral exams where students 

have to answer the questions of a virtual examiner. Oral exams elicit higher levels of test anxiety than written 

tests [10] and are central to the educational systems of some countries, such as Italy [11], [12], Germany [13], 

and Denmark [14]. Therefore, the availability of VRE applications for oral exams would be beneficial to the 

wellbeing of a large population of students worldwide.  

The literature has proposed several VRE applications to alleviate anxiety related to public speaking (i.e., the 

formal and prolonged presentation of a speaker to an audience [15]) in students to enhance their ability to give a 

speech in academic settings (e.g., [16]–[24]). Some studies [18]–[23] have shown the effectiveness of these 



applications in reducing levels of public speaking anxiety. However, such scenarios are different from those 

required for test anxiety, which should instead replicate situations experienced by students during school exams. 

Such situations consists of one-on-one conversations between the student and the examiner without the 

presence of other individuals. The existing six VRE applications that simulate a one-on-one conversation with a 

character that asks the user questions [25]–[30] concentrate on reproducing job interview scenarios, using a 

virtual agent [25]–[29] or a 360° video with a recorded actor [30]. The 360° videos are limited by the fact that the 

sentences uttered by the character are predetermined [30] while the other applications are limited by the fact 

that they allow the virtual agent to interact with the user only through the control of another individual, i.e. the 

Wizard of Oz technique [25]–[29]. Thus, users cannot customize the interaction with the virtual agent according 

to their specific needs and/or cannot use such applications autonomously. Furthermore, these VRE applications 

have not been trialed at home by participants: all trials took place only in laboratory settings. 

This paper aims to address these limitations, considering a desktop VR application for test anxiety that can be 

customized by the user and conducting a trial in naturalistic conditions, with a sample of students who freely 

used the desktop VR application at home for a three-week period. The application exposes students to different 

oral exam scenarios where a virtual examiner1 (VX) asks them questions about a given subject while displaying a 

behavior that can be friendly, partially friendly, or unfriendly. Students use the application autonomously and 

customize the oral exam simulation to practice on any subject they need by defining a pool of questions from 

which the VX randomly selects the questions it asks. The study investigated students’ perceptions and 

experience to assess whether the application provided possible benefits to them.  

 

2. RELATED WORK 

The literature presents only three VRE applications for test anxiety, involving scenarios that simulate exams [7]–

[9]. More specifically, these applications expose users to scenarios representing a student’s home before the 

exam [7]–[9], a journey to the exam place [7], a school entrance [9] or hallway [7], and a classroom where the 

 
1 The virtual examiner (VX) will be referred to with the pronoun “it” for the rest of the paper. 



exam takes place [7]–[9]. Kwon et al. [8] and Alsina-Jurnet et al. [7] conducted user studies showing that their 

VRE applications are able to elicit anxiety in students. However, these applications focus on simulating written 

exams, their scenarios do not include the interaction with an examiner who asks questions to the participant as  

in oral exams. Moreover, a study by Whiteside et al. [31] compared imaginary verbal exposure and VRE for 

academic performance worry among adolescents, inducing anxiety that diminished with repeated exposures. 

The immersive VR condition did not simulate an actual exam but exposed students to a negative scenario where 

they received a failing grade on a written exam, while their classmates performed well.  

Studies on applications like the Computerized Oral Proficiency Instrument have explored their feasibility as an 

alternative method for evaluating oral proficiency in foreign languages (e.g., [32]). These systems were designed 

as alternatives to traditional exams, with the aim of enhancing the oral assessment experience for students 

through technology. It should be noted that these systems do not expose students to oral exam simulations but 

serve as assessment tools to improve the overall evaluation process. A recent case study introduced a 360° video 

application designed to familiarize students with stages of an oral proficiency exam in the English foreign 

language (i.e., preparing for the exam, waiting to take the exam, and undergoing the exam interview) [33]. These 

application has not been assessed on users and is based on a pre-recorded video, which adhere to a 

predetermined script, thus providing a consistent experience to all the students. 

Since, to the best of our knowledge, no trials in the literature have explored applications that simulate an oral 

exam with a virtual agent, this section focuses more generally on related studies of VRE applications that 

simulate one-on-one conversations within job interview contexts, where the user answers questions a person 

asks to assess his/her skills [25]–[30]. All these VRE applications involve first-person interactions where users 

engage in conversations with a virtual agent that asks work-related questions. In particular, Kwon et al. [27] 

investigated if the realism of the virtual agent had an impact on participants’ anxiety levels during interview 

simulations. Findings indicated that participants’ anxiety was more affected by the behavior of the virtual 

interviewer than its degree of realism. Four studies were conducted using the same VRE application [25], [26], 

[28]. Specifically, Hartanto et al. [25] and Morina et al. [26] showed the feasibility of eliciting anxiety through 



virtual social interactions, while Kampmann et al. [28] compared the VRE application with in vivo exposure 

therapy and a waitlist control group [28]. Results showed that both treatment groups improved social anxiety 

levels compared with the waitlist group, with in vivo exposure obtaining better results than VRE. Bouchard et al. 

[29] compared the same groups using a VRE application that offered participants various scenarios for training: 

public speaking, job interviews, conversations with supposed relatives, performing under the scrutiny of 

strangers, handling criticism, or managing insistence situations. Results showed that the VRE application was 

more effective than in vivo exposure in treating social anxiety. Furthermore, Zainal et al. [30] compared a VRE 

application that simulated job interviews and informal dinner party scenarios with a waitlist control group. 

Results showed a greater reduction in social anxiety symptoms, job interview fear, and trait worry among 

participants who used the VRE application, in comparison to the waitlist control group.  

While the studies of Hartanto et al. [25] and Kwon et al. [27] focused exclusively on job interview scenarios, 

other authors explored different scenarios but none of them addressed oral exams. Among these studies, three 

involved participants experiencing all scenarios of the VRE application [25], [26], [28], while in the remaining 

studies, participants chose the scenarios for their training [29], [30].  

The studies described in this section have the following aspects in common.  

First, none of them concerns trials of VRE applications that simulate oral exams. The availability of such 

applications might benefit a large population of students worldwide who are affected by test anxiety at different 

levels of intensity. Indeed, the Organization for Economic Cooperation and Development found in its report on 

students’ wellbeing  that 56% of students worldwide experienced high levels of test anxiety, even when 

adequately prepared for tests [34]. Therefore, our study focuses on a trial of a desktop VR application that deals 

with oral exams simulations.  

Second, the described VRE applications have never been trialed by participants at home and have only been 

tested in laboratory settings. Therefore, this trial study is conducted under naturalistic conditions, with a sample 

of students who freely used the desktop VR application at home for three weeks.  



Third, the described studies are carried out on applications that require an additional person using the Wizard of 

Oz technique to control the virtual agent behavior [27], [28], [35], script [26], [28], [29], [35], [36], or response 

timing [25]. Only one trial involves an application that does not employ this technique, but it consists of 360° 

videos with actors following a predefined script[30]. In contrast, in our trial users can autonomously engage with 

the desktop VR application in their home. Indeed, the desktop VR application randomly chooses from a 

predefined pool of sentences to ask questions during the session or to greet the user at the beginning and end of 

the session.  

Fourth, no existing trial considered applications that allow users to customize their conversations with the virtual 

agent. On the contrary, our desktop VR application lets users define a pool of questions that can be randomly 

selected during the simulated oral exam, providing a personalized experience that reflects the topics of their 

specific exam.  

Taking into consideration the above mentioned limitations in the literature, this paper aims to explore students’ 

subjective experiences when using a desktop VR application that simulates oral exams. The research question is 

how students’ perceptions and experiences during exam simulations are influenced by their ability to customize 

the simulations through the definition of a pool of questions. Furthermore, the study explores whether the use 

of the desktop VR application may lead to behavioral changes and how these changes might influence the overall 

students’ wellbeing.  

 

3. MATERIALS AND METHODS 

The capability of actually eliciting test anxiety of the desktop VR application used in this trial had been assessed 

in a previous laboratory study [37]. That feasibility study compared three oral exam scenarios with the same 

preset questions, but the VX respectively displayed friendly, partially friendly, or unfriendly behavior. Results 

confirmed the capability of the desktop VR application to elicit increasing anxiety levels as the friendliness of the 

VX behavior decreased. The increasing unfriendliness of the VX was found to elicit three increasingly negative 

participants’ perception of the virtual examiner. Furthermore, the three types of behavior of the VX produced 



three different, decreasing counts of positive responses elicited (i.e., instants of time when participants felt at 

ease) and three different, increasing counts of negative responses elicited (i.e., instants of time when 

participants felt distressed). 

The study goal of the current trial was to investigate students’ perceptions and experience with our desktop VR 

application over three weeks. The choice of a three-week study length was made to allow participants to 

experience each week a different increasing level of difficulty: VX behavior was friendly during the first week, 

partially friendly during the second week, and unfriendly during the third week.  

The study was conducted on a sample of undergraduate students who were asked to use the application at 

home on their personal computer at least once a week to ensure that they experienced all difficulty levels at 

least once. Then, they were interviewed at the end of the three weeks. A qualitative rather than quantitative 

method was chosen to obtain insights from participants because open answers can bring to light nuances in how 

each user experiences the desktop VR application and help improving the application to make it more useful to 

users and their wellbeing.  

 

3.1 The desktop VR application 

The desktop VR application was developed for Windows and MacOS operating systems, using Unity version 

2021.3.3f1. It simulates oral exams scenarios in which students customize the pool of questions they might be 

asked by the VX. The application is organized in two main parts: exam customization and exam simulation. This 

section illustrates each of them.  

 

3.1.1 Exam customization  

The student customizes the exam simulation by defining the pool of questions through a specific interface that is 

displayed when the application is launched (Figure 1). For each question, the student can also specify the 

available time to answer the question, in a range between one and four minutes. By clicking the "Add" button, 

the question is added to the pool of questions.  



Before an exam simulation, the application requires: (i) a microphone test (described in the following), (ii) at 

least ten questions entered. To ensure that in each simulation of the home trial the VX asked the student about 

the same number of questions (five) and each session had the same length (12 minutes), we introduced a third 

requirement: the answer times associated by students to their entered questions had to exhibit a variation, with 

the maximum difference in the number of questions sharing the same answer time being no more than one.  

By clicking the "Confirm" button, the desktop VR application checks compliance with the question and time 

requirements described above. By clicking the "Start" button, if all requirements above are met, the exam 

simulation starts. If the microphone test has not been performed, the desktop VR application asks the student to 

read aloud a neutral sentence ("A square is a geometric figure with four equal sides") while the application 

analyzes the student's voice volume. The application detects the maximum sound volume and considers 75% of 

that value as the minimum sound level threshold to determine whether the student is speaking or not.  

 
Figure 1.  Exam customization in the proposed desktop VR application. For reader's convenience, the original Italian text has been 
translated here into English. 

 

 

 



3.1.2 Exam simulation  

In the exam simulation, the student is seated in a virtual office, facing a VX that sits behind a desk, as shown in 

Figure 2. The 3D model used for the VX is the "Business_Female_03" character from Microsoft Rocketbox library 

[38]. The VX speaks with the voice called "Elsa (Neural)" in the Azure Cognitive Services text-to-speech (with 

pitchDelta set to -12).  

The simulation offers three levels of difficulty, aiming to elicit three different anxiety levels in users. Each level 

uses a different set of behaviors performed by the VX, which becomes increasingly less friendly as the level of 

difficulty increases. In the easiest level, the VX appears to be friendly, e.g., it nods and smiles; in the intermediate 

level, the VX is partially friendly, e.g., it shakes the head with a neutral facial expression; in the most difficult 

level, the VX is unfriendly, e.g., it checks the time on its wristwatch with an annoyed expression. The feasibility 

study of the application [37] provides a detailed description of the full sets of behaviors and shows their 

capability in eliciting three distinct, increasing anxiety levels.   

Each simulation lasts approximately 12 minutes and consists of three steps. First, the VX greets the student and 

tells him/her to get ready to start with the exam. Second, the VX asks a set of questions chosen from the list 

defined by the student. Third, the VX informs the student that the exam is over and greets him/her. The 

questions asked to the student are semi-randomly chosen from the list to ensure that their number is 

approximately five and the answer times are different. After asking a question, the VX watches the user and, 

every 15 seconds, performs a behavior, taking it from the set of the selected difficulty, with an 80% chance. In 

the remaining 20% chance, it remains idle without performing any specific behavior. The behavior of the VX is 

influenced by the difficulty level, not by the content of the user’s answer. The desktop VR application monitors 

only the presence or absence of sound from the user’s side. The VX proceeds to the next question if the user 

remains silent for ten consecutive seconds, or if the available answer time for the current question is exhausted. 

To detect silence from the participant, the desktop VR application uses the computer microphone to capture 

sound, excluding any sound below the minimum threshold defined in the microphone test. Once the exam is 

finished, the desktop VR application displays again the exam customization interface. 



 
Figure 2. Screenshot of the desktop VR application during a simulation session in which the VX has a friendly behavior. 

3.2 Participants 

The study was approved by the Institutional Review Board of the University of Udine, and involved 32 

participants (16M, 16F). They were recruited through email among undergraduate students of the same 

university. They were invited to test the application on their own computer for three weeks and were informed 

that the application simulated an oral exam with a virtual examiner, allowing them to customize the questions 

asked. They were also informed that the application required a Windows or MacOS computer with a microphone 

and internet connection, and that they could keep the application as compensation for their participation. 

Participants were sought among those who were going to take an oral exam in the near future, as they could be 

more representative of the desktop VR application intended users. To ensure this, students who had already 

completed all the exams in their curriculum were not recruited. Recruitment resulted in the enrollment 

of 32 students from different faculties, and each of them consented to participate in the evaluation. After using 

the desktop VR application for three weeks, participants were invited via email to the final 

interview. Eleven participants could not attend the interview for the following reasons: four did not use the 



desktop VR application at least once a week as required, due to lack of time; one broke the computer during the 

evaluation period; and six did not answer the email. The 21 interviewed participants (6M, 15F) filled a 

demographic questionnaire in which they provided information about their gender, age range, and the number 

of oral exams they took during their university studies (Table 1). 

Participant Gender Age range Number of oral exams  

P1 Female 18-20 4 

P2 Male  21-23 4 

P3 Female  35+ 16 

P4 Male  18-20 2 

P5 Male  21-23 20 

 P6 Male  21-23 12 

P7 Male  24-26 17 

P8 Female  18-20 2 

P9 Male  21-23 6 

P10 Female  21-23 9 

P11 Female 21-23 15 

P12 Female  21-23 5 

P13 Male  21-23 22 

P14 Female  21-23 8 

P15 Female  35+ 10 

P16 Male  18-20 6 

P17 Male  21-23 10 

P18 Female  24-26 6 

P19 Male  21-23 5 

P20 Female  24-26 11 

P21 Female  35+ 2 

Table 1. Gender, age range, and number of oral exams of the interviewed participants. 

 

3.3 Procedure 

This study was conducted during the June-July exam period at our university to allow participants using the 

desktop VR application in the preparation of the oral exams they intended to take in that session.  

Participants sent their signed informed consent via email and received the desktop VR application through a link 

provided via email. The study included two meetings with participants, one at the beginning and one at the end 

of the three weeks of use of the desktop VR application. To facilitate participation, the meetings were conducted 

remotely. In the first meeting, participants were individually contacted via video call. They were informed that 

the study aimed to evaluate an application that virtually exposes students to the oral exam before taking the 

actual exam with a real professor. They were instructed about how to use the application to experience 

simulated oral exams conducted in their language, i.e., Italian. They were invited to use the application when 

they preferred, but asked to ensure a minimum usage of at least once a week as the application automatically 



advanced its level on a weekly basis, presenting a virtual examiner whose behavior became progressively more 

challenging to engage with. The participant was also briefed about the anonymity of the collected data. Then, 

the experimenter assigned the participant a randomly generated ID code and a password to use the desktop VR 

application. The ID code was also used to save participants’ data and guarantee that the trial would increase in 

difficulty each week, starting from the initial day of system usage over three weeks. The association between a 

code and the name of the participant was not saved by the experimenter to guarantee participant’s privacy. At 

first access, after entering credentials, participants filled the demographic questionnaire, displayed within the 

desktop VR application. Then, they were told that the experimenter remained available to clarify any doubts. 

They were also informed that, after the three-week period, the desktop VR application was going to stop 

working, and they were going to be contacted for the final interview.  

At the end of the three-week period, participants were individually video called for the second meeting. 

Participants were interviewed following a semi-structured approach to gather information about their 

experience (see Table 2 for the interview protocol). If necessary, further questions were asked to examine 

interesting issues spontaneously raised by participants. After participants’ consent, the interviews were recorded 

and were saved with the assigned ID code to ensure participants’ privacy. At the end of the interview, 

participants were thanked for their participation and their ID code was permanently reactivated as they could 

keep the desktop VR application as compensation.  

1 For three weeks, you freely used the application to simulate oral exams. How did you use the application? 

2 How was your experience with the application? 

3 How did you feel and what did you think when you were using the application? 

4 Do you think that these three weeks of using the application have affected you in any aspect?  

5 In light of the three weeks of use, what is your opinion of the application? 

6 What do you think are the pros and cons of the application? 

7 Is there anything you would change or improve in the application? 

8 The application increased the level of difficulty every week. Have you noticed any changes from week to 
week? 

Table 2. Interview protocol. The interview was conducted in the participants’ language (Italian); for reader's convenience, all items have 
been translated here into English. 

 

3.4 Qualitative data analysis 

The collected interviews resulted in 186 minutes of audio recordings that were transcribed verbatim. Then, 

following the method in [39], a thematic analysis was conducted to analyze transcripts, identifying and 



organizing common and prominent themes. The analysis involved: (i) reading the transcripts multiple times to 

familiarize with the data, (ii) coding interesting features in the transcripts and collating relevant data for each 

code, (iii) grouping all codes into potential themes, collecting all pertinent data for each potential theme, 

organizing themes into levels (e.g., main themes or sub-themes within them), and dividing large or complex 

themes into one or more sub-themes, (iv) defining the significance of the themes and sub-themes concerning 

the coded extracts and all transcripts, (v) refining each theme and subtheme, generating clear definitions and 

names.  

The first author of the paper conducted these steps and coded the data. However, since the process of defining 

and applying the codes can be biased by subjective interpretation, the validity and reliability of the themes 

identified must be verified [40]. Therefore, following [41], an external independent coder, not involved in the 

authors’ research, also coded the data using a provided codebook that included the themes and sub-themes 

identified with the thematic analysis. For each code, the codebook provided a label, a full definition, and an 

example extracted from the transcripts. The independent coder was informed that he could use multiple codes 

to the same text fragment. Coding was performed by the two coders with Taguette [42], an open-source web-

based Computer Assisted Qualitative Data Analysis Software (CAQDAS).  

 

4. RESULTS 

The level of agreement among coders was assessed using Cohen's kappa [43], [44]. The overall kappa coefficient 

was 0.72, which indicates substantial agreement [45]. The results of the thematic analysis are organized into 

three topic areas: 

• Application: themes related to desktop VR application features (Table 3); 

• Influence on the user: themes related to aspects of the desktop VR application that have influenced the 

user in some way (Table 4); 

• Suggestions: themes capturing participants’ suggestions for enhancing the desktop VR application (Table 

5). 



A full description of the thematic analysis with sample extracts from the interviews is provided in Supplementary 

Material S1.  

Theme Sub-theme Description Participants 

Merits Exam preparation The desktop VR application supports exam preparation both as 
a study method and in managing emotional aspects 

P1, P4, P5, P6, P8, P9, P11, P12, P14, P15, 
P17  

Virtual human The VX is a virtual human who listens to participants P3, P5, P13, P15, P19 

Ease of use The VRE application is simple to use P7, P10, P18 

Silence detection The VX moves on to the next question when the participant 
remains silent  

P3, P8, P9, P15, P21 

VX way of speaking The VX speaks in an appropriate and varied way   P11, P20 

Oral presentation The desktop VR application trains participants to give oral 
presentations 

P4, P6, P8, P12, P15, P17, P19, P21  

Customization of questions 
and answer time 

The desktop VR application supports the customization of 
questions and answer times 

P11, P15, P16, P17, P21 

Random-order questions The VX asks questions in random order P1, P3, P10, P13 

Critiques Answer time Specific aspects of question answer time are criticized (e.g., the 
length of the maximum answer time) 

P1, P4, P6, P14 

Questions balancing Specific aspects of questions balancing are criticized (e.g., 
excessive constraints) 

P2, P4, P5, P7, P10, P11, P13, P19, P20 

Graphical aspects Specific graphical aspects are criticized (e.g., the look of the VX) P9, P20, P21 

Interactivity The level of interaction with the VX is low P3, P16 

Perception of 
difficulty level 
change 

VX behavior Participants perceived that the VX behavior changed over time P1, P3, P5, P9, P10, P11, P12, P15 

Conversation pace Participants perceived that the pace of conversation with the VX 
increased over time 

P3, P4, P7, P17 

None Participants perceived no change in the difficulty level over the 
three weeks 

P2, P6, P8, P13, P16, P18, P19, P20, P21, 
P14 

Table 3. Themes and sub-themes of the Application topic area. 

Theme Sub-theme Description Participants 

Attitudes and 
behaviors 

Awareness The desktop VR application helped participants become more aware of their level of 
preparation for the exam 

P1, P4, P11, P12, 
P14, P15 

Confidence The desktop VR application helped participants feel more confident about the exam P8, P10, P15 

Attention to language 
production 

The desktop VR application led participants to pay more attention to language 
production during the oral exam simulation 

P5, P11 

Encouragement to 
study 

The desktop VR application motivated participants to study more P2, P5, P9, P19 

None Participants perceived no changes in themselves while using the VRE application P3, P7, P13, P16, 
P18, P20, P21 

Emotions and 
feelings 

Emotion enhancement  While using the desktop VR application, participants experienced different emotions 
that improved over time 

P8, P11, P15 

Feeling of real exam When using the desktop VR application, participants experienced a feeling similar to 
taking a real exam  

P1, P14 

Less anxiety  When using the desktop VR application, participants experienced reduced anxiety 
compared to what they feel during a real oral exam 

P6, P18 

Time pressure When using the desktop VR application, participants felt time pressure in answering the 
VX questions  

P3, P14 

Tranquility While using the desktop VR application, participants felt quiet P2, P10, P11, P17, 
P20 

Comfort When using the desktop VR application, participants felt at ease P4, P8, P15, P16, P20 

Focus When using the desktop VR application, participants were focused on the oral exam 
simulation  

P2, P5, P19 

Oddity of talking with a 
virtual character 

While using the desktop VR application, participants felt odd talking with the VX P8, P12 

Real experience  Participants report a real-life experience of how the use of the desktop VR application 
has affected their lives 

P1, P9, P11 

Table 4. Themes and sub-themes of the “Influence on the user” topic area. 

 

 

 



Theme Sub-theme Description Participants 

Exam 
simulation 

Artificial Intelligence Add artificial intelligence to the VX to enhance the quality of conversations P6, P16 

Move on to the next question Provide alternative ways to move on to the next question P8, P13 

Timer Add a visible timer to track the elapsed answer time or the time spent in 
silence by participants 

P3, P9 

Exam length Increase the exam length P6, P15 

Answer analysis Add the recognition of the correctness of participants’ answers  P2, P3, P21 

New features Add specific new features to the exam simulation section P2, P9, P17 

Exam 
customization 

New features Add specific new features to the exam customization section P7, P9, P12 

Answer time Change specific aspects of answer time of questions P3, P4, P6, P14, P15 

Questions balancing Make the questions balancing constraints less rigid P2, P4, P11, P13, P19, P20 

Table 5. Themes and sub-themes of the Suggestions topic area. 

In the final interview, some participants also provided details regarding their usage frequency of the application. 

They reported using it three times weekly (n=2), twice (n=2), or once a week and a few hours or days before the 

actual exam (n=2). Some participants also stated that they used the application to prepare for a single exam 

(n=8) or multiple exams (n=3). 

The application received overall positive feedback (n=20). Participants highlighted its utility as a study method 

(n=11) and its merits for training in oral presentations (n=8) and in coping with emotions during exams (n=6). 

Positive aspects included customizable questions and answer times (n=5), detection of silence (n=5), interaction 

with the VX (n=4), user-friendly interface (n=3), and the way the VX spoke (n=2). However, 16 participants also 

expressed dissatisfaction with certain aspects of the application, citing rigidity of the question balancing 

requirements (n=9), answer time constraints (n=4), the look of the VX, the virtual environment, or the 

application (n=3), and limited interactivity of the VX (n=2). Eight participants noted changes in the VX behavior as 

the difficulty level increased or observed an accelerated conversation pace (n=4), while others observed no 

change (n=10). 

Regarding influence on users, participants noted positive changes in awareness of their preparation level (n=6), 

study motivation (n=4), self-confidence (n=3), and presentation quality (n=2). Regarding emotions, some users 

reported feeling calm (n=5), at ease (n=5), or focused (n=3) during application use, with a few experiencing 

enhanced emotions over time during exam simulations (n=3). A few participants experienced the feeling of a real 

exam (n=2) or felt less anxiety than during a real exam (n=2). A few felt time pressure (n=2) or found it odd to 

talk to a virtual character (n=2). Three participants shared experiences in which the application positively 

affected their real exam performance.  



Seventeen participants suggested improvements, including increased flexibility in entering questions (n=6) and 

answer times (n=5), new features such as recognizing the correctness of user’s answers (n=3), alternative ways to 

move to the next question (n=2), a timer that indicates silences or time elapsed in answering the current 

question (n=2), integration of artificial intelligence to enhance conversations quality (n=2), and the extension of 

the total simulation duration (n=2). 

 

6. DISCUSSION 

Overall, the analysis of the interviews suggests that the desktop VR application might provide a valuable 

assistance to students in developing emotional skills to cope effectively with oral exams. Indeed, several 

participants reported benefits in this regard (n=9), noting improvements in awareness (n=6) and confidence 

(n=3). The improvement in participants’ confidence and awareness is consistent with findings from a previous 

study where exposure to various social scenarios within a VRE application, including a job interview with a group 

of virtual interviewers, heightened participants’ confidence [46]. In addition, three participants noted an 

improvement in their emotional state over time during the simulations, moving from an initial agitation to a 

gradual increase in confidence (e.g., “The first times it felt a little strange because I knew that I was talking by 

myself, to a certain extent. After a while, the last week in particular, I felt more confident in the presentation and 

the last time [I felt] less pressure than the other times”-P8). This improvement over time was also found in a 

previous study showing that exposure to verbal interactions with virtual agents leads to increased self-efficacy 

[47].  

The desktop VR application was also considered effective as a study method (n=11), serving as a valuable tool for 

practicing oral presentation (n=8), promoting heightened attention to language production (n=2), and fostering 

increased study motivation (n=4). These aspects support the effectiveness of the desktop VR application in 

providing users with exam simulations similar to real-world situations. The customization of questions and their 

randomized presentation by the VX contributes to this realism, allowing users to train within a safe environment 

to develop cognitive skills, identify areas for improvement and address knowledge gaps.   



The thematic analysis revealed key themes related to the features of the desktop VR application: question 

balancing (n=9), customization of questions and answer times (n=9), silence detection (n=5), and the presence of 

a virtual human (n=5). Regarding the customization of answer times, three participants found it beneficial to 

foster time-management skills, trying to answer exhaustively within the set time without exceeding it. In 

contrast, four participants found it restrictive and suggested either removing (n=1) or extending (n=4) the 

maximum answer time. Furthermore, nine participants expressed reservations about the question balancing 

requirement, and six of them would make it more flexible. It should be noted that both answer time and 

question balancing were added to the system for experimental purposes to guarantee that each session in the 

trial contained about five questions in a 12-minute simulation session. The regular version of the desktop VR 

application does not need to enforce balancing requirements. However, considering the appreciation of some 

users regarding the requirement of setting an answer time to each question, it is worth keeping it as an optional 

feature to enhance user customization. 

Participants appreciated the silence detection feature. One participant found it beneficial in preventing wasted 

time, while the other four highlighted its utility in increasing awareness of silent intervals while thinking of 

responses (e.g., “I have seen that when I finish a topic or if I don’t know what to answer, [the VX] goes to the next 

question in ten seconds. […] During the oral exam, it seemed even less [seconds], because maybe if I was hesitant 

for a moment, it seemed like three seconds had passed and instead it [the VX] changed the question. So, this is 

another hint because it means that I am thinking too long”-P3). This result is unexpected, as the original goal of 

silence detection was to facilitate the transition to the next question when the student had nothing more to say 

and a considerable amount of time remained available for that response. It suggests that silence detection may 

help improve students' awareness of their silence durations, helping in learning to answer more promptly to 

show greater preparation and confidence. 

Participants also acknowledged the value of a virtual human presence, as they perceived that the VX was 

listening to them. This perception could foster a sense of trust between the student and the VX, thereby 



enhancing the student’s perception that the VX cares about his/her educational progress, which is important to 

the student’s overall wellbeing [48].  

The emotions and feelings reported by participants, such as focus during the exam simulation, the sense of time 

pressure, and the feeling of a real exam, suggest that the desktop VR application can effectively simulate exams 

by eliciting emotions similar to those experienced during real exams. This is consistent with previous research 

showing that VR is a valuable tool for simulating written exams and eliciting emotional responses in students 

with high test anxiety [7]. Among the various emotions reported by participants, two of them explicitly 

mentioned experiencing less anxiety than a real exam. This result was expected as it is consistent with the study 

by Valls-Ratés et al. [22], which showed that a virtual audience in a VRE application for public speaking anxiety 

elicited lower anxiety levels than a real audience while effectively reducing anxiety levels in participants.  

Eight participants noticed that the VX friendliness decreased over time. Since individuals may emotionally react 

to the behaviors of virtual agents [49], participants’ awareness of these changes is noteworthy. The desktop VR 

application may influence participant’s emotional state by adjusting VX behaviors positively or negatively [36]. 

Interestingly, four participants perceived that the VX moved quicker to the next question as the difficulty 

increased, although this did not actually happen. This fact motivates further research because it suggests that 

the unfriendly behavior of the VX may give participants the illusion that the VX is increasing the conversation 

pace.  

Considering that three participants expressed reservations about the appearance of the VX or the virtual 

environment, future VRE applications for oral exams might consider allowing users to customize the appearance 

of the VX and the virtual environment. However, it should be kept in mind that an excessively detailed replication 

of the real professor’s office is unnecessary for the exposure scenario to achieve effective results [50]. 

The thematic analysis presented in Section 4 (with more details in the supplementary materials) enabled the 

collection of numerous comments and suggestions that may be valuable in guiding the design of VRE 

applications for test anxiety. The gathered suggestions indicate participants’ desire for an application providing 

comprehensive support for exam preparation through an intelligent VX. The VX would assess the correctness of 



participants’ answers (n=3) and propose additional questions based on their answers to previous questions 

(n=2). Other novel features were also suggested, such as recording sessions for later review (n=1), including a 

visible timer in the virtual environment to monitor elapsed time (n=2), and using a webcam to capture the 

participant during the exam simulation to intensify the feeling of being observed and elicit a higher level of 

anxiety, as one can experience during a real remote oral exam (n=2). Another participant suggested adding an 

always visible chat window in which a virtual audience of students would comment on the participant’s oral 

presentation to amplify his/her anxiety about giving a bad impression (n=1). Overall, the suggestions underscore 

participants' interest in an application that contributes to their comprehensive oral exam preparation, offering 

scenarios capable of eliciting anxiety to train them to manage their emotions and thus increase their overall 

wellbeing.  

Real-life experiences shared by three participants provide further insight. For example, one participant 

highlighted the VX effectiveness in practicing the handling of negative facial expressions, citing the VX accurate 

replication of a professor’s expressions. She found this training beneficial during a real oral exam where the 

professor exhibited behaviors similar to those experienced in the desktop VR application (e.g., “It just happened 

[after using the application] to me on an oral exam that the professor who made facial expressions while I was 

speaking. Since […] I was used to taking exams with a mask [because of Covid-19], this exam was different 

because it was the first one I took without wearing a mask, but I was already prepared [to handle different 

professor moods]. With the mask, the professor can make all the faces he wants and you can’t see them anyway, 

while [in this case] I could see them. So, the application helped me in this thing when it then actually happened 

[in the real exam])” (P1).  Another student reported receiving during a real exam some questions identical to the 

ones he had entered into the application. Another student reported that by using the VR application, she 

gradually gained confidence and calmness during exam simulations, and she thought this positively impacted the 

actual exam result, in which she scored high. This outcome is consistent with an earlier study in which students 

who practiced for a public presentation by speaking in front of an audience tended to outperform those who 

practiced alone [51].  



To summarize, insights gathered from interviews suggest several features and aspects that participants would 

like to find in VRE applications for test anxiety focused on oral exams. Such applications should allow users to 

customize the pool of questions they wish to use for their training, giving them the freedom to decide whether 

to set an answer time for each question. The questions should be proposed in random order by the VX, and users 

should decide the total duration of the simulation, the difficulty level of the behavior the VX should display, and  

the number of anxiety-provoking elements in the virtual environment (e.g., a readable timer on the VX desk). 

Finally, the desktop VR application should include a feature to detect when users remain silent.  

A limitation of our study lies in the absence of quantitative data regarding the duration of application usage by 

each participant, since we relied only on spontaneously self-reported data provided by participants during the 

final interviews. Future studies will incorporate automatic logging methods to precisely quantify the application 

usage, and other possible user’s behaviors. This enhancement should aim to facilitate a more comprehensive 

assessment of the influence that application usage may have on participants’ perceptions and feedback.  

 

7. CONCLUSIONS 

This paper presented the first trial of a desktop VR application for test anxiety focused on oral exams. The 

participating students freely used the application at home for three weeks and were interviewed at the end of 

the trial. Thematic analysis of the interviews indicates that the desktop VR application may be a valuable tool in 

helping students to develop emotional and cognitive skills for coping successfully with oral exams. The desktop 

VR application provides a safe environment that can positively impact users' confidence, awareness of their 

preparation, and encouragement to study. Experiences shared by participants reinforce the perceived usefulness 

of the desktop VR application. Since the desktop VR application works with hardware that is more commonly 

available, it should be accessible to a wide range of individuals. Conversely, a head-mounted display would 

restrict access to the application only to the minority who currently owns such a device.  

Based on the encouraging results of the present study, two main future steps have been identified for the 

project: (i) introducing several suggested improvements into the desktop VR application, and (ii) conducting a 



quantitative study with the inclusion of a waitlist control group, to assess in detail the effects of the desktop VR 

application on students’ test anxiety, self-efficacy, and wellbeing. 
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