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Abstract. The use of a PDA with ad-hoc built-in information retrieval and 
auto-localization functionalities can help people in visiting a museum in a 
natural manner instead of traditional audio/visual pre-recorded guides. The goal 
of this paper is to build an user-friendly virtual-guide system adaptable to the 
user needs of mobility and therefore usable on different mobile devices (e.g. 
PDAs, Smartphones). An information retrieval service is included which is 
easily accessible through a spoken language interaction or an auto-localization 
service. The system takes the advantages of Chatbot, speech recognition 
technologies and RFID detection, allowing a natural interaction with the user. 
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1   Introduction 

In the ubiquitous computing vision, technology is seamlessly integrated into the 
environment and provides useful services to humans in their everyday lives [15]. The 
advent of small, mobile devices, the new possibilities offered by third-generation 
wireless and Bluetooth communication, localization technologies such as Radio 
Frequency Identification (RFID) and Global Positioning System (GPS) can 
significantly contribute to the realization of such a vision, and they can be exploited to 
reach the user needs of mobility and focused information access. 

In particular RFID [10] technology allows to sense changes in the environment in 
which the user is located and to automatically adapt and act accordingly to these 
changes based on user needs. The use of pervasive technology in the cultural heritage 
area has led to the creation of cultural mobile guides that put the user and his needs of 
mobility at the focus of attention, and that can be easily consulted through a more 
natural interaction [5], [13]. 



This technology can be exploited to improve the visitor experience in a cultural 
heritage environment, allowing the access to relevant cultural heritage resources in a 
context-dependent fashion. However, pervasive devices suffer from the limited 
dimensions of their screens. Users are compelled to use special  styli/touch pens, with 
consequential uncomfortable interaction experiences[3]. Vocal interaction is a more 
direct approach [12] but it comes with a different set of constraints such us needed 
processing power, speakers adaptation, narrow dictionaries and bounding grammars. 

In this paper, we propose a versatile, user-friendly, virtual guide for cultural 
heritage museums, called “MAGA”. To achieve a more natural interaction and enable 
site fruition also by inexpert and/or disabled users, a conversational agent is designed 
based on a conversational agent (chatbot) [1] integrated with reasoning capabilities,  
speech recognition/synthesis module, and RFID-based auto-localization module. 

Smart interaction is therefore enabled by making deductions about the visitor 
information requests. An OpenCyc [11] ontology has therefore been created for the 
specific domain, and it has been combined with the agent dialogue capabilities. The 
system is equipped with a multimodal interface using the HTML+Voice language. 
The vocal technologies embedded in a multimodal browser allow the information 
access through spoken commands in addition to traditional visual and keyboard (or 
stylus) based commands.  

The application scenario is assisting visitors at the “Museo Archeologico 
Regionale di Agrigento”, located in the Valle dei Templi area. The proposed system 
can  replace the traditional audio/visual pre-recorded guides implying  a more natural 
and enjoyable fruition of the wealth of information about the site. A system prototype 
has been implemented on a Asus A730W PDAs equipped with CF-RFID readers. 

2   The MAGA System 

The proposed system is an intelligent museum guide. It is accessible using a PDA 
equipped with an auto-localization module and provides users a natural language 
speech interface for chatbot interaction. An overview of the overall architecture, 
based on a client-server paradigm, is shown in Fig.1. 
The key feature of MAGA guide is that the user can interact with the system by 
means of natural language sentences through a chatbot which has been implemented 
using the ALICE technology [1]. The knowledge base of the chatbot is composed of 
question-answer modules, called categories and structured with AIML, an XML-like 
language designed for creating stimulus-response chat robots. The question is called 
the “pattern” while the answer is called the “template”. The template can be 
composed by other AIML tags, that can transform the response in a software that can 
save data, can start other programs, can give conditional answers and can recursively 
call other categories. Besides an ad hoc micro-theory (i.e. a collection of concepts and 
facts usually regarding one specific knowledge domain) has been created and hooked 
up to some of the existing microtheories present in the OpenCyc [11] commonsense 
Knowledge Base.  

The created microtheory contains cyc-collections defining specific concepts for the 
Museum, new predicates, assertions and inference rules. The knowledge base of the 



chatbot has been therefore enriched with new AIML tags that enable the ontology 
querying, executing and asserting Cyc-oriented statements. The Cyc responses are 
therefore automatically composed in a natural language sentence according to the 
rules inside the AIML categories. 

 
Fig. 1. The proposed system architecture 

The Cyc tags enable the composition of answers that are not present in the 
traditional AIML knowledge base. This feature allows to enhance the chatbot 
knowledge in two ways: a) extending the number of AIML categories to obtain a 
more fluent dialogue, and b) extending the ontology with new concepts, facts and 
relations of the specific domain to provide the chatbot a smarter behavior.  

The dialogue between chatbot and user is carried on verbally, using spoken natural 
language. The multimodal interface is an X+V [4], [8] component loaded by the 
multimodal browser. The interface is developed with the IBM Multimodal Tools 
4.1.2.2 [7] for WebSphere Studio V5.1.2, that includes the developed environment 
and the technology for the application execution. The control of interaction between 
vocal and visual parts is made through XML Event, so that voice handlers can be 
invoked through a standard EventListener interface.  

The speech recognition process is carried out through an ad-hoc built-in speech 
grammar. An ad-hoc grammar for the specific domain has been realized, which is a 
set of rules that specifies utterances that a user may pronounce. This allows the 
improvement of the automatic speech recognition process: in fact a small domain 
context allows to build a richer and thorough set of pre-defined sentences. Besides, a 
particular domain-restricted cleaver grammar increases the user freedom of 
expression, enhancing the naturalness of the dialogue. 

The grammar has been built using XML Form [2] from a set of key-words about 
the domain. These key-words are classified in categories and stored in a database. The 



set of key-words are all names related to the application domain. An ad-hoc algorithm 
gets the key-words from the database and puts them into the grammar to build spoken 
user utterance. The grammar is easy-fitting and can be improved with low effort 
because it suffices changing the key-words database to induce a grammar for the new 
context domain. When the speech matching occurs, the grammar returns in textual 
form what has been recognized and the system submits the textual query to the 
chatbot.  

The interaction between the application running on the PDA and the system is also 
triggered by the detection of a RFID tag, which is used to estimate the PDA position 
within the environment [6], [10]. RFID tags are categorized as either active or 
passive. Active RFID tags are powered by an internal battery, passive RFID tags 
operate without a separate external power source and obtain operating power 
generated from the reader. 

We have passive tags each holding an unique ID, and each attached to an item of 
interest. Once the RFID reader on the PDA detects a tag, its unique ID is passed to the 
server application via the Wi-Fi connection. This allows the chatbot to start the 
interaction with the PDA by providing some basic information related to its current 
position. The link between the information sent to the PDA and the user’s position is 
given by the detected ID.  

According to this feature, people can go on asking questions about the current 
object to the chatbot with vocal queries, or they can discard the information and 
continue their tour. 

3   Application Description 

The system is accessible through a web page in a multimodal browser from the 
handheld device. The interaction occurs through the loading of X+V pages, that can 
be triggered by user vocal and visual command or RFID detection; in every page the 
user can have a vocal dialogue with the chatbot. Whenever the user pronounces his 
request, the multimodal browser looks for a match in the grammar file. 

If a match is found the application submits the recognized query to the chatbot 
waiting for the answer. In the same manner the application submits the query 
associated to the ID tag detected from the RFID reader. The chatbot searches for the 
best match rule into its knowledge base. The AIML rule can directly produce an 
answer, or it could be necessary to query Cyc for building an answer that fits better 
with the user request. The chatbot answer could also be the result of a query to 
standard search engines that will search for local or remote documents that are related 
to the user query.  

The analyzed domain concerns the “Museo Archeologico Regionale di Agrigento”. 
The museum was built in 1960, by the architect  Franco Minissi and is located in the 
Valle dei Templi area. The building contains 18 rooms that document the history of  
Agrigento. The rooms are divided in two main sections. The former is dedicated to 
the objects discovered in the ancient city. The latter is dedicated to the archaeology of 
the area.  



A system screen shot is shown in Fig. 2.a, while a sample of AIML category is 
illustrated in Fig. 2.b. In what follows a few examples of interaction are reported. 

 

 

 
<category> 
 <pattern>I need information about         

       the showcase * </pattern> 
 <template> In this showcase you can see  
   <cycsystem>(cyc-query' 
  (#$Contains <star/> ?X)) 
   </cycsystem>    

belonging to<cycsystem>(cyc-query      
'(#$CreatedDuring <star/> ?X))      
</cycsystem> 

   attributed to <cycsystem>(cyc-query   
  '(#$CreatedBy <star/>?X)) 
  </cycsystem> 

 representing <cycsystem>(cyc-query     
'(#$Representing <star/>?X))   

  </cycsystem> 
 </template> 
</category> 

 
 

(a) (b) 

Fig. 2 a) System screen shot b) An example of AIML category 

The user can query the chatbot for specific information: 
 
User: I need information about the  Archeological Museum in Agrigento. 
Chatbot: It is one of the most modern museums in Sicily and contains 

archeological finds from the provinces of Agrigento and Caltanisetta, extending from 
prehistoric to Roman times. 

  
The chatbot can evaluate the information obtained from the RFID tag about the art 

object nearest to the user: 
 
Chatbot: You are in the room 3, in front of the showcase 17.  Do you want more 

information? 
 
The chatbot explores the ontology with the aim of extracting  information about the 

objects inside the showcase, such as the historical period, the subject and the author of 
each work: 

 
Chatbot: In this showcase you can see  an attic amphora belonging to 520-500 

a.C. attributed to Dikaios painter and representing Athena on a horses quadriga.  
 
The chatbot can store the number of the current room allowing the user to ask 

information about the next room: 
 
User: What is in the next room?  
Chatbot: In the room 4 there are Capitals and gargoyles with lion's heads from 

various temples.  



4   Conclusions 

A multimodal pervasive user-friendly system has been presented to assist visitor 
aimed to enable a more natural and enjoyable fruition of the wealth of aggregated 
information about the “Museo Archeologico Regionale di Agrigento” 

The system takes the advantages of chatbot, speech recognition and RFID 
technologies embedded in a Personal Digital Assistant, which can be easily carried 
during the site tour. The proposed system is a first prototype intended as a smart 
replacement of the outdated traditional audio/visual pre-recorded guides, future work 
will regard the enhancement of the system improving the interaction naturalness.   
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